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Abstract 

One of the major reasons of road related accidents is driver distraction. The aim of 
this study is to classify driver attention level which can be extended to improving driver 
warning systems by generating adaptive driver alert warning systems. In this paper 
logistic regression (LR) and support vector machine (SVM) classifiers are used to classify 
driver attention level. The performance of mentioned classifiers is illustrated and 
compared via the figures of predicted decision boundaries. Also, in comparison to LR, 
higher accuracy of SVM has been verified. 

1 Introduction 
Inattentiveness while driving is one of the major reasons of road accidents, and it would endanger 

the lives of the driver and passengers. Several studies have confirmed that around 20% of road accidents 
are fatigue-related [1, 2]. This fact has been the main motivation for engineers to come up with the idea 
of safety improvements in the vehicles especially in Advanced Driver Assist Systems (ADAS) areas.  
In 2011 Ford has presented such a challenge of designing a classifier that detects the driver alertness 
[3]. They used a binary classifier to make decision whether drivers are in an alert state or not. Another 
approach in driver inattention detection system is getting the information not only from the driver’s 
facial features but also from the road. [4] represents an approach that driver assistance system is not 
only responsive to the road environment and the driver’s actions but also designed to correlate the 
driver’s eye gaze with road events to determine the driver’s observations. In this way it is possible to 
detect missed road events and alarm the driver.  

In this paper driver attention level has been predicted and classified using logistic regression (LR) 
and support vector machine (SVM) classifiers. The performance of these classifiers has been compared 
via visualizing the estimated decision boundaries which separate different categories of data. This paper 
is organized as follows. Section II discusses in detail about collecting and processing the data. In Section 
III logistic regression classifier has been used to classify the data. In Section IV, support vector machine 
has been implemented on the same dataset, and the performance of two classifiers has been compared. 
Conclusion is presented in Section V, and at the end references are given. 
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2 Collecting and Labeling the DATA 
In this paper we implement two well-known classification methods, LR and SVM, for driver’s 

attention level classification. For this purpose, we collect the data from a simulated model in Matlab 
Simulink. In this driving scenario, we assume two cars with varying speed and acceleration on the road. 
Distance between two cars is measured by a LiDAR sensor mounted in front of ego car, and by 
processing the distance, we calculated relative speed and acceleration of two cars. Later these features, 
distance, relative speed and acceleration will be used as the input data to train the classifiers. This data 
for 𝑁 data points is presented in (1).  

 

𝑋 =  
𝑑ଵ 𝑣ଵ 𝑎ଵ

⋮ ⋮ ⋮
𝑑ே 𝑣ே 𝑎ே

൩                                                             (1) 

 
where first column illustrates the distance between two cars, and second and third columns show relative 
speed and acceleration. 𝑁 is the data size. To use the data for training the classifiers, it needs to be 
labeled. In this research we label the data by calculating time to collision (TTC). TTC is the time 
required for two vehicles to collide if they continue at their present speed and on the same path [5]. 
Using (2) which is the relation between position, velocity, and acceleration, we calculate TTC for each 
row of data in 𝑋.  
 

0.5𝑎𝑡ଶ + 𝑣𝑡 + 𝑑 = 0                                                          (2) 
 
Therefore, as shown in (3), we have TTC vector corresponding to 𝑁 data points in 𝑋. 
 

TTC_vector = 
𝑡𝑡𝑐ଵ

⋮
𝑡𝑡𝑐ே

൩                                                          (3) 

 

Before labeling the data we need to consider one more piece of information which is driver’s reaction 
time (RT). Driver’s RT is the time takes for driver to react to a certain situation, and it varies from 
person to person. Through a test which measures driver’s RT to react to size and color change of 
different objects, we measured this factor. In this test driver is asked to choose the object once it has the 
right color and size. A view of this test is presented in Figure 1. The time that takes for driver to choose 
the right objet is considered as driver’s RT. In this paper measured RT is equal to 0.83 sec.  

 
To apply TTC and driver’s RT for labeling the data, through different tests we came up with a 

labeling logic presented in (4). According to (4), by comparing TTC and driver’s RT, if TTC > 4RT, 
because the time that takes for driver to collide is larger than four times of driver’s RT, it can be 
considered as a completely safe situation, and we label it as Perfect, meaning driver’s focus level is very 
high. Similarly if 2RT < TTC ≤ 4RT we label it as Normal, and if TTC ≤ 2RT, because the collision 
time is very close to driver’s RT and most probably driver will collide, we label it as Poor focus level 
of driving. This logic has been summarized in (4). 
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Figure 1. Driver’s RT test 
 

 

൝
if TTC > 4RT                    label as Perfect
if 2RT < TTC ≤ 4RT      label as Normal
if TTC ≤ 2RT                         label as Poor

                                      (4) 

 
Using TTC vector, driver’s RT, and logic above, we were able to label our data in 𝑋 to three different 

classes as Perfect, Normal, and Poor. Labels are stored in vector 𝑦 as shown in (5). 
 

𝑋 =  
𝑑ଵ 𝑣ଵ 𝑎ଵ

⋮ ⋮ ⋮
𝑑ே 𝑣ே 𝑎ே

൩ ,    𝑦 = 

𝑦ଵ

⋮
𝑦ே

൩                                                  (5) 

 
A sample of above dataset with considering driver’s RT equal to 0.83 sec is represented in Figure 

2. Green labels represent Perfect zone which TTC > 4RT, blue labels represent Normal zone that 2RT 
< TTC ≤ 4RT, and red labels illustrate Poor zone where TTC ≤ 2RT. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Sample data with three features: Dist, Speed, Accel 
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3 Classifying using Logistic Regression and visualizing 
decision boundaries 

To predict driver’s focus level, or in other words, to classify the entire dataset into three different 
categories, we need a classifier which helps us to come up with the equations of decision boundaries as 
accurate as possible. In this section we are applying LR as our data classifier. LR is a machine learning 
algorithm which is based on the concept of probability. The hypothesis function of LR is defined in (6) 
which is estimated probability on a binary classification. 

 

ℎఏ൫𝑋()൯ = 𝑔(𝜃்𝑋())                                                         (6) 

Function 𝑔(. )  is a sigmoid function which limits ℎఏ൫𝑋()൯  between 0 and 1. A graph of sigmoid 
function is represented in Figure 3. 𝜃  includes the unknown parameters of decision boundaries’ 
equations which need to be trained, and 𝑋() is the 𝑖௧ row of matrix 𝑋. The general form of 𝜃 and 𝑋() 
for a simple binary classification problem by considering the bias term is as follows: 
 

𝜃 = ൦

𝜃

𝜃ଵ

⋮
𝜃

൪ 𝑋() = ൦

1
𝑥ଵ

⋮
𝑥

൪

 

where 𝑚 is the number of input features and in this paper 𝑚 = 3. In general, 𝜃 is (𝑚 + 1) × 1 and in 
this paper it will be a 4 × 1 vector. By applying 𝜃 and 𝑋() in (6) we have: 
 

𝑔(𝜃்𝑋()) = 𝑔 ൮[𝜃0 𝜃1 … 𝜃𝑚] ൦

1
𝑥ଵ

⋮
𝑥𝑚

൪൲   = 𝑔(𝜃0 + 𝜃1𝑥ଵ + ⋯ + 𝜃𝑚𝑥𝑚)             (7) 

                                                                                                         
where term 𝜃 + 𝜃ଵ𝑥1 + ⋯ + 𝜃𝑥  represents the equation of decision boundary for a binary 
classifier. Knowing 𝑔(. ) is a sigmoid function, and considering 0 and 1 as two classes of the binary 
classifier, we have 
 

 if  𝜃 + 𝜃ଵ𝑥ଵ + ⋯ + 𝜃𝑥 ≥ 0: 
 𝑔(𝜃 + 𝜃ଵ𝑥ଵ + ⋯ + 𝜃𝑥) ≥ 0.5 ⟹ label as 1 
 

 if 𝜃 + 𝜃ଵ𝑥ଵ + ⋯ + 𝜃𝑥 < 0: 
𝑔(𝜃 + 𝜃ଵ𝑥ଵ + ⋯ + 𝜃𝑥) < 0.5 ⟹ label as 0. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Sigmoid function graph 

g(
Z

)
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In cases that we have multi classes, 𝜃, unknown parameters of decision boundaries, will be modified to 
a (𝑚 + 1) × 𝑛 matrix as below 
 

𝜃 = 
𝜃

ଵ ⋯ 𝜃


⋮ ⋱ ⋮
𝜃

ଵ ⋯ 𝜃


൩                                                              (8) 

 
where 𝑛 and 𝑚 are the numbers of classes and features, respectively. As mentioned earlier, in this 
research our data has been labeled to three classes (Perfect, Normal, Poor), and  input vector 𝑋() has 
three features (distance, relative speed, relative acceleration). Therefore, matrix 𝜃  will be a 4 × 3 
matrix as below: 
 

𝜃 =

⎣
⎢
⎢
⎢
⎡
𝜃

ଵ 𝜃
ଶ 𝜃

ଷ

𝜃ଵ
ଵ 𝜃ଵ

ଶ 𝜃ଵ
ଷ

𝜃ଶ
ଵ 𝜃ଶ

ଶ 𝜃ଶ
ଷ

𝜃ଷ
ଵ 𝜃ଷ

ଶ 𝜃ଷ
ଷ⎦

⎥
⎥
⎥
⎤

.                                                              (9) 

 
To train the classifier and update the parameters, we define our cost function for each class 𝑐 as 

below [6] 
 

𝐽൫𝜃()൯ =  
ଵ

ே
 ∑ [−𝑦() log ቀℎఏ൫𝑋()൯ቁ − (1 − 𝑦())log (1 − ℎఏ൫𝑋()൯)]ே

ୀଵ +  
ఒ

ଶே
∑ 𝜃

()ଶ

ୀଵ        (10) 

 
where 𝑐 = 1, … , 𝑛, and 𝑁 is the number of training examples. The second part of cost function has been 
added for regularization purposes. With the right choice of regularization parameter 𝜆, the algorithm 
will be robust against under-fitting and over-fitting. According to (10), if 𝜆 is set to an extremely large 
value, algorithm results in under-fitting (fails to fit even the training set), or if it is set to extremely small 
value, the algorithm will face over-fitting [6]. In this paper we have 𝜆 = 0.1. To get the optimized values 
of  𝜃, we need to minimize the cost function 𝐽 with respect to 𝜃, 𝑚𝑖𝑛ఏ𝐽(𝜃). To find the minimum of 
cost function, several gradient-based algorithms such as Levenberg-Marquadt Algorithm (LMA) [7, 8] 
have been applied. Eventually, according to the results, fminunc matlab function has been used which 
finds the minimum of unconstrained function. fminunc calculates the minimum of a problem 
specified by 
 

𝑚𝑖𝑛௫𝑓(𝑥) 
 
where 𝑓(𝑥) is a function that returns a scalar [9]. In this research fminunc has been used in the form 
of (15). 
 

x = fminunc(fun, x0, options)               (15) 
 
This minimizes fun with the optimization options specified in options. Because fminunc is 
faster and more reliable when we provide derivatives [9], we define the objective function in a way that 
it returns both the gradients and function values. In this study, fun is the cost function defined in (10) 
and x is 𝜃(). 

Because we have multi classes, we need to train multiple classifiers; this method is called one-vs-
all classification. One-vs-all classification is a method which involves training 𝑛  distinct binary 
classifiers, each designed for recognizing a particular class [10]. By training the classifier we get the 
values of 𝜃 as shown in (16), then as illustrated in (7), by using the equation of decision boundary for 
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each binary classifier, we can plot and visualize the decision boundaries for different classes. 
Considering the updated values of 𝜃, we have the plots of black decision boundaries for three classes 
represented in Figure 4 and Figure 5. 

 

𝜃 = 
−0.24 0.62 2.14 0.9
−0.72 −0.2 −0.35 −0.69
0.11 −2.09 −3.86 −0.51

൩

்

                                     (16) 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

As it is visible in mentioned figures, these decision boundaries which have been plotted based on 
updated values of 𝜃, do not have an acceptable precision since they do not clearly separate different 
zones of data. The prediction accuracy on testing data is 0.76.  

 
Figure 4: Black LR decision boundary between class 

Perfect and Normal 

 
Figure 5: Black LR decision boundary between class Normal and 

Poor 
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4 Classifying Using Support Vector Machine and visualizing 
decision boundaries 

In this section we implement SVM classifier for the same dataset. SVM can efficiently perform both 
linear and non-linear classifications using kernel trick. In this research, according to the linear nature of 
data, and also because training SVM with linear kernel is faster than with any other kernels, we train 
SVM with linear kernel. In the case of fully separable dataset, the main idea of SVM is constructing a 
hyperplane called decision boundary such that the margin of separator is maximized [11]. This 
hyperplane can be defined as follow: 

 
𝑦൫𝑋()൯ = 𝜃்𝑋().                                                          (17) 

 
Hyperplane will separate the data into two classes as positive and negative. For that purpose, if we 
consider entire data has the label of either 1 or -1, the constraints can be expressed as shown below. 

 
 if  𝜃்𝑋() ≥ 1  ⟹  𝑦൫𝑋()൯ = 1 
 if  𝜃்𝑋() ≤ −1  ⟹  𝑦൫𝑋()൯ = −1 

 
which can be rewritten as presented below [12].  

 
𝑦൫𝑋()൯(𝜃்𝑋()) ≥ 1                                                        (18) 

 
where 𝑋() is the input vector and 𝜃 is a vector of weight parameter values. Given training dataset, here 
the goal is to find the optimal values of 𝜃 to construct a hyperplane which maximizes the margin of 
separation. 

 

To define the SVM classifier we used fitcecoc matlab command which defines multiclass 
models. This classifier defines a binary learner for each class. For each binary learner, one class is 
positive, another is negative, and the software ignores the rest. This design performs all combinations 
of class pair assignments. The objective function for this classifier is log (1 + cross validation loss). 
Using this function, classifier will be trained and the updated values of unknown parameters of decision 
boundaries will be calculated. Similar to estimated decision boundaries in LR method, here also we are 
expecting to have hyper planes separating different zones of dataset. Updated values of 𝜃 which are the 
coefficients of the hyperplanes are shown in (19). 

 

𝜃 = 
0.13 3.28 10.9 18.38
0.65 1.09 3.19 3.68

−0.39 5.65 9.43 7.45
൩

்

                                          (19) 

 
In comparison to values of 𝜃 in (16), we got completely different set of parameters calculated by SVM. 
Using above coefficients, and what is explained in (17), decision boundaries estimated by SVM have 
been illustrated in Figure 6 and Figure 7. As we see in these figures, the accuracy of SVM classifier is 
good enough to separate the different zones of dataset precisely. Calculated prediction accuracy on 
testing data is 0.992 which can be verified via mentioned figures. 

By comparing the results represented in Figures 4 to 7, it can be concluded that for a particular sat 
of data, SVM provides a higher accuracy. This is because SVM can divide the data points belonging to 
different categories through a clear gap which is as wide as possible, while LR can have different 
decision boundaries that are near the optimal point.  
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5 Conclusion 
This paper applies LR and SVM methods to predict and classify driver’s attention level. These 

classifiers are discussed through this paper and their performances are illustrated and compared. 
According to the figures and testing data accuracies, it is verified that SVM represents better 
performance; in other words, more accuracy. This is mainly because linear SVM divides different 
categories of data through some hyperplanes which maximize the margin of separation.  

 
 
 

 
Figure 6: Black SVM decision boundary between class 

Perfect and Normal 

 
Figure 7: Black SVM decision boundary between class 

Normal and Poor 
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