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Abstract 

This paper identifies challenges involved in the transformation of binary executables to run on bare 

machines such as PCs. It also addresses why we want to transform binary executables to run on bare 

machines.  Text processing applications such as “vi,” “word,” and “notepad” are chosen to illustrate the 

need for transformation because these editors are the most commonly used across many operating 

system platforms, including Windows and Linux. They have much functionality in common to provide 

a general text processing application. Why not consolidate these standard functions and develop a 

generic text processing application? How do you make these editors without any platform 

dependencies? Transforming these applications to run on bare PCs or bare machines by using source or 

a binary level transformation will address these challenges.  A binary transformation methodology 

described here lays the groundwork for further research in this area and provides some insight into the 

transformation process.  

1. Introduction 

As the operating systems (OS) have grown in size and complexity over the years, researchers have 

turned their attention to move some of the OS functionalities to applications and reduce the size of the 

OS, resulting in a lean operating system. The Exokernel [1], Tiny-OS [2], IO_Lite [3], Palacio and 

Kitten [4], Bare Metal [5], OS-Kit [6], Raw Architecture [7] are some examples of minimizing the size 

of complexity of OS or kernel. This concept is extended further to the bare machine computing (BMC) 

paradigm, which requires no OS or kernel system [8, 9]. A bare computing box means there is no OS 

or kernel and no persistent storage (hard disk). This computing box has no value, ownership, or 

firewalls.  Any user can use any computing device without a username or password to the device. The 

BMC approach also requires a BMC programming paradigm, where application programs directly 

communicate to hardware without any assistance from any middleware. This approach makes the 

programming task difficult by making applications to deal with systems programming. However, it 
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offers immense benefits by avoiding open systems and layered models that result in heterogeneity, 

complexity, and rapid obsolescence.  The BMC paradigm provides an alternate solution to these 

problems and offers a more straightforward and inherently secure architecture for selective application 

domains. The BMC paradigm demonstrates these attributes in many applications [10-16]. The BMC 

approach is a non-evolutionary paradigm, which needs mapping or transformation of existing 

applications to run on bare machines. The source-code level transformation is demonstrated for SQLite 

[17] to run on a bare PC. The binary code transformation process was initially attempted for some 

simple applications to run on bare machines [18]. There is abundant work done at the binary level to 

optimize compilers, reverse engineering, and instruction-level insight [19-23]. There are many tools 

[24-28] available for binary transformation and analysis. This paper takes the work already done [18] 

to the next level and provides a standard methodology to handle the transformation process and address 

design issues.    

2 Background 

An application is mostly written in a high-level language, compiled, linked, and loaded to run on a 

computer. The compiling process generates an executable that can run on an underlying architecture. 

However, this executable cannot run without assistance from an OS. A given executable also has a 

dependency on an underlying CPU architecture. A common assumption is that many other applications 

are also running on the computer at the same time in a multiprocessing environment.  The executable 

is a passive entity until the OS provides process facilities to load and run on the machine. During the 

execution of this process, the OS provides all hardware services as needed, and schedules the execution 

whenever possible. The OS also controls exceptions, interrupts, and inter-process communications.  

An executable makes internal and external calls. The external calls are OS-dependent, since they 

lead to system calls, either by directly calling the appropriate APIs, or indirectly through a dynamically 

linked library. The executable requires the replacement of external calls with the equivalent calls in 

BMC to communicate directly with the hardware and run on a bare machine. There is also a need to 

load the application program before it starts running on a machine.  

An application is specific to a given domain, vendor, user needs, platform, time of releases, and 

software and hardware capabilities. These parameters generate heterogeneity among applications. The 

heterogeneity spurs across many versions and products, and does not follow any object-oriented 

principles such as extensibility, upward compatibility, and reuse. Consequently, in today’s world, we 

make obsolete products that result in a dumping and waste problem [29]. The root cause of this problem 

is the practice of designing environment-dependent applications; when an environment changes, the 

product changes. To slow down the obsolescence of applications, and reduce their heterogeneity, we 

must design them without any dependency on environments. For a simple example of an application 

without any dependency on the environment, consider the following. A text processing application is a 

generic application that has been there for a long time, and it will be there forever. We design, and use 

Microsoft Word, Notepad, and “vi” for text processing, but they are, by definition, environment-

sensitive. In addition, they have many common features such as user interface, file manipulation 

interface, editing and parsing commands, memory needs, as well as some unique features such as spell 

checking, word search, and formatting. Some have unique features of their own. However, one 

application cannot use another’s unique features. We propose some novel ideas that allow these 

disparate applications to be amalgamated at run time. Then, a text-processing application can become 

independent of any computing environment. If we build all applications without any dependency on 

environments, we will have efficiency in computing and applications. 
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3. Text Processing Illustration 

 This section presents some studies made on three common applications “vi,” “Microsoft Word,” 

and “Notepad” enabling them to be compared as text processing tools.  

 

3.1 “Vi” 

The “vi” editor chosen here is a Vim version 7.2 on Windows 10. The size of the executable is 

1,421,312 bytes. When this application runs, it requires 239 external calls that are OS-dependent. Table 

1 illustrates the system characteristics of this application. Of 4172 internal calls that perform some 

specific functions in the editor, the 239 external calls are exported by seven DLLs. In some cases, the 

binary needs only a few functions from a DLL. While this application is running, it may have to load 

all seven DLLs at some point during the execution.  

The seven DLLs, in turn, are dependent on other DLLs, as shown in Table 1. These DLLs depend 

on 357 other DLLs. Some of the DLL dependency trees are multilevel and very complex. Moreover, 

the size of the code for DLLs also increases rapidly as the number of DLLs increases. The DLL 

approach addresses the problems of modularity, flexibility, and open systems, but fails to deal with the 

complexity of loading DLLs, resolving the linking problem at run time, and security vulnerabilities. 

Table 2 shows the type of system calls and the number of calls in each category for this application. 

 
Table 1: Vi Editor System Characteristics – part 1 

Library 

Number of 

Exported Calls 

Used 

Code Size 

(Bytes) 

Number of DLL 

Interface 

Dependencies 

Total 

Functions 

Exported 

ADVAPI32.dll 1 645,320 33 ~1802 

KERNEL32.dl

l 

162 720,200 91 ~1362 

SHELL32.dll 2 21,399,576 81 ~332 

GDI32.dll 19 155,112 12 ~726 

comdlg32.dll 2 935,424 42 ~29 

olde32.dll 3 1,376,688 ~60 ~400 

USER32.dll 50 1,639,560 38 ~849 

External Calls 239    

Internal Calls 4172    

Total 4411 26,871,880 357  

3.2  “Microsoft Word” 

Table 3 shows nine types of DLLs for running Microsoft word. At run time, it uses 55 external calls. 

Table 4 shows the breakdown of these 55 external calls, and illustrates the type of functions needed at 

runtime.  

 

3.3 “Notepad” 

This application has 226 external calls and 28 types of DLLs that export these calls. Table 5 shows 

the types of system calls.    
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 Table 2: Vi Editor System Characteristics – part 2 

Type of Calls Number 

Console 27 

Data-Exchange 8 

Diagnostics 4 

Dynamic-Link-

Library 

5 

Exception-Handling 2 

Execution 24 

File 34 

Keyboard-and-Mouse 4 

Memory 20 

Miscellaneous 73 

Resource 1 

Storage 6 

Synchronization 8 

System-Info 8 

Windowing 15 
 

Table 4: Microsoft Word System Characteristics –      

part 2 

 

 

 

 

 

 

 

 

 

 

 

 
 

Type of Calls Number 

Diagnostics 2 

Dynamic-Link-

Library 

4 

Exception-

Handling 

2 

Execution 5 

File I/O 1 

Memory 4 

Misc. 28 

Registry 3 

Synchronization 1 

System-Info 5 

 

Table 3: Microsoft Word System Characteristics – part 1 

Library 

Number of 

Exported 

Calls Used 

Code Size 

(Bytes) 

Number of 

DLL 

Interface 

Dependencies 

Total 

Functions 

Exported 

ADVAPI32.dll 3 645,320 33 ~1802 

KERNEL32.dll 23 720,200 91 ~1362 

VCRUNTIME 4 366,128 6 71 

api-ms-win-crt-heap-l1-1-0 1 19,264  27 

api-ms-win-crt-locale-l1-1-0 2 18,752  20 

api-ms-win-crt-math-l1-1-0 1 28,992  320 

api-ms-win-crt-runtime-l1-1-0 17 22,840  107 

api-ms-win-crt-stdio-l1-1-0 3 24,384  159 

api-ms-win-crt-string-l1-1-0 1 24,384  178 

External Calls 55    

Internal Functions 28    

Total 83 1,870,264 130  
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A variety of observations made from the study of the three text processing tools is as follows: 

● At run time, each application requires a large number of DLLs 

● At run time, the code size can increase dramatically to load additional DLLs 

● DLLs can have multiple levels of dependency on other DLLs. This causes further aggravation 

in DLLs and their required storage 

● Loading and linking DLLs at runtime can slow down the operation 

● Some DLL links can be broken and compromised 

● DLL code must be trusted; otherwise, they could introduce security vulnerabilities into the 

application and the entire system 

● Managing DLLs creates complexity during run-time 

● Reducing the code size in application by using DLLs results in complexity at run time 

● There is no inter-DLL sharing possible because of independent compilation  

● Each application has some unique features that other applications may not have.  

 

The above observations leads to some fascinating insights. If we use the BMC paradigm, we only 

need to provide external calls, as shown in the above examples. These external calls amount to 520 for 

all three applications. For “vi”, only half of the external calls were necessary for running on a bare PC. 

If we assume 40% commonality among the external calls of these applications, then we only need to 

provide 312 calls. These 312 calls are direct hardware interfaces and do not have any other level of 

dependency. By providing direct hardware interfaces for an application at run time, instead of managing 

thousands of DLLs and large amounts of dynamic storage areas, we make the application run time 

simpler with less code. Such an application also uses less memory and becomes inherently more secure.   

                              Table 5: Notepad System Characteristics 

Library 

Number 

of 

Exported 

Calls 

Used 

Code Size 

(Bytes) 

ADVAPI32.dll 14 645,320 

KERNEL32.dll 66 720,200 

api-ms-win-core-com-l1-1-0.dll 9 15,668 

... Some rows removed....   

GDI32.dll 22 155,112 

USER32.dll 74 1,639,560 

Msvcrt.dll 33 636,936 

COMCTL32.dll 2 664,984 

COMDLG32.dll 11 935,424 

Ntdll.dll 1 1,943,136 

PROPSYS.dll 2 1,793,472 

SHELL32.dll 7 21,399,576 

SHLWAPI.dll 5 326,496 

WINSPOOL.DRV 3 522,240 

Urlmon.dll 1 1,808,896 

External Calls 226  

Internal Functions 9  

Total 235 33,415,516 

  

 

Call Type Count 

Cryptography 3 

Data-Exchange 3 

Dynamic-Link-

Library 

7 

Desktop 1 

Diagnostics 9 

Exception-

Handling 

3 

Execution  10 

File 17 

Hooking 2 

Keyboard-and-

Mouse 

7 

Memory 19 

Network 1 

Registry 5 

Resource 3 

Security 2 

Shell 1 

Synchronization 9 

System-Info 4 

Windowing 21 

Misc. 144 
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4 Transformation Methodology 

The transformation of binary executables to run on bare machines poses some significant challenges. 

We address these challenges by developing a three-step process  

During the first step, as shown in Fig.1, a bare PC application is set up to host a blob of binary 

executable. The binary executable blob is loaded in a bare PC application address space so that it can 

utilize direct hardware interfaces (HAPI) available in the bare PC application, and avoid dynamic 

linking at runtime. A separate task in the bare PC application runs the binary executable. When the 

binary executable is finished running, it returns to the bare PC application.  

The second part of the methodology involves preparing the binary executable to run on a bare 

machine. Fig. 1 provides a brief overview of the methodology for the binary transformation process. A 

more detailed description is not relevant for this paper.  

There are many other design issues in preparing a binary executable to run on a bare machine. 

Current OS and compiler related tools cannot be used at run time in BMC, as they are OS-dependent. 

Some of the design issues are briefly described as follows: 

 

1. Finding the right system call: There are hundreds of system calls in today’s OS 

environment, as described in the above examples. Finding the right system call is a 

significant problem in the transformation process. There are four possible choices in 

finding a system call. 

a. There is an equivalent system call in BMC 

b. There is a similar system call in BMC but requires some modification  

c. It requires a new system call in BMC 

d. The system call does not apply to BMC. 

 

2. Stack Problems: For each system call, the stack parameters and layout are different. 

Parameters passed through the stack require stack pointer adjustment.  

3. Program control returning to the correct place after the call: The stack stores the return 

address. As the number of parameters and their references is unknown until the run time, 

the current stack pointers may change due to parameter retrieval in the call. Recovering the 

correct return address and returning to the correct place is crucial for proper operation. 

4. Not applicable calls: When an external call does not apply to BMC, it can use a dummy 

call and return. Sometimes, the dummy call may have to pass valid parameter values, so 

that after returning, it resumes the correct code flow. In order to do this, we may have to 

add an artificial JMP instruction to skip the code, requiring editing the code dynamically. 

5. Miscellaneous issues: During a return from an external call, it is possible to modify the 

binary code if a code flow graph is available at run time. Using IDA Pro [30], we can create 

a code flow graph, store it in a file, and use it at the call time to make appropriate changes 

in the binary code. This modification of binary code is a revolutionary idea that will enable 

the modification of the flow control at run time. 

 

The third part of the methodology is to build a tool that automatically prepares a binary executable 

to run on a bare machine. That endeavor is not part of this paper.   

The “vi” editor has 239 external calls. Fig. 2 illustrated a DLL function call replacement.  For each 

external call, there is a location address and its return address in memory. The return address is simply 

the call address plus the size of the call instruction. The “retn” parameter in the call should have an 
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appropriate return value to find the return address in the stack. An example to demonstrate the external 

call “GetVersionExA()“ is shown in the figure. A view of the stack memory after replacing the external 

call with the BMC equivalent call is shown in Fig. 3. At run time, the transformation tool must compute 

a return address for each call and set up the “retn” value dynamically in the binary code.  

A preliminary analysis of the “vi” binary executable shows that about half of the external calls are 

unnecessary for running on a bare PC. Some of these calls are not relevant for BMC execution. 

5 Justification for Transformation 

The BMC paradigm proposed a revolutionary and non-evolutionary approach to develop a new set 

of applications that are simple, stable, application-centric, and inherently more secure. To exploit the 

BMC paradigm, many existing applications can run on bare machines.  Source code transformation [17] 

has challenges since the open-source code is unavailable for many applications. In a typical application, 

intertwined header files make the transformation process harder. It is not easy to untangle the 

dependencies and generate an amalgamated file for a given application. An alternate approach is to 

explore binary level transformation, which avoids the problems faced in source code transformation. 

There is no need to understand the binary code functionality if the system calls are replaced correctly 

and adequately. When an OS-based binary executable is transformed to run on bare machines or bare 

PCs, it has immense benefits and broader impacts in computing. Some of these benefits are listed below. 

 

- The application becomes independent of the OS or kernel. 

- Long term archiving is a possible use of the transformed binary executable [30]. 

          Figure 1: Methodology 
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- Applications become simple. 

- Applications avoid interfacing with too many DLLs. 

- It reduces code size and dynamic links at run-time.  

- It reduces vulnerabilities due to other unnecessary DLLs and links. 

- It allows the abstraction of applications (e.g., text processing). 

- It allows sharing code at the binary level from one domain to another (standard functions 

can be shared). 

6 Conclusion 

This paper shows the complexity of a binary executable at runtime as it interfaces with dynamically 

linked modules and illustrates how a complex run-time environment will not hinder simplifying the 

application. It also shows a novel way to abstract environment-sensitive applications and create an 

abstract level application that is independent of environments, thus inheriting stability and avoiding 

obsolescence. Furthermore, it describes a generic methodology for transformation that can be used to 

construct an automated tool to transform binary executables. The concepts presented here open doors 

to share binary code with diverse applications and domains at runtime. More research is needed to 

construct automated tools that can perform the binary transformation of existing executables for running 

on bare machines. Long term archival will be feasible when binary transformation becomes practical. 

This work serves as a foundation for future binary transformations to run applications on bare machines. 

   

Figure 2: External Call Flow Control 
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