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Abstract: In this paper, maximum power point tracking (MPPT) of a photovoltaic (PV) system is performed under partial 

shading conditions (PSCs) using a hill climbing (HC)–artificial electric field algorithm (AEFA) considering a DC/DC buck 

converter. The AEFA is inspired by Coulomb's law of electrostatic force and has a high speed and optimization accuracy. 

Because the traditional HC method cannot perform global search tracking and instead performs local search tracking, the 

AEFA is used for a global search in the proposed HC-AEFA. The critical advantage of the HC-AEFA is that it is desirable 

performing local and global searches. The proposed hybrid method is implemented to derive an MPP by tuning the con-

verter duty cycle, considering the objective function for maximizing the PV system extracted power. Its capability is eval-

uated and compared with well-known particle swarm optimization (PSO), considering standards, PSCs, and radiation 

changes conditions. The tracking efficiency for the most challenging shading pattern (third pattern) using the HC-AEFA, 

HC, AEFA and PSO is obtained at 99.93%, 90.35%, 98.85%, 99.80%, respectively. The analysis of the population-based 

optimization process for different algorithms proved the HC-AEFA faster convergence at lower iterations than the other 

methods. So, the superiority of the proposed HC-AEFA subjected to different patterns is confirmed with higher tracking 

efficiency and global power peak, fewer fluctuations, higher convergence speed, and higher dynamic and Static-efficiency 

compared to the other methods. 

Keywords: Photovoltaics; global power tracking; Partial shading; hill climbing; artificial electric field algorithm; energy 

systems; artificial intelligence; maximum power point tracking; data science   

 

1. Introduction 

Maximum power point tracking (MPPT) has attracted the attention of many studies as an effective tech-

nique to maximize the extracted power of photovoltaic (PV) systems [1]. The MPPT aims to improve and op-

timize PV systems and maximize the efficiency of the PV plate to ensure the maximum electrical power gen-

eration with obtaining global Maximum power point (GMPP) tracking [2-3]. The PV plate has a nonlinear 

curve due to the continuous environmental conditions variations. The power-voltage characteristic has one 

MPP subjected to uniform radiation. Also, the power–voltage characteristic has a multi-peak PV configuration 

subjected to partial shading conditions (PSCs). The conventional methods such as open-circuit voltage [4], 

perturb and observe [5], and hill-climbing (HC) [6], owing to their simplicity, may not be able to track the 

global maximum power point (GMPP). Despite their good performance regarding the global peak, the uncon-

ventional methods (see Table 1) are challenging to implement, as they require more software and hardware 

equipment than the conventional algorithms [2]. Thus, several unconventional algorithms have been proposed 

to enhance simplicity and increase efficiency. Therefore, the traditional algorithms cannot identify the GMPP, 

and their tracking efficiency is low. The conventional and unconventional methods (or even a combination of 

them) are applied to improve the ability to track the GMPP. Many researchers have investigated the uncon-

ventional methods based on swarm intelligence-based algorithms due to their appropriate convergence 



 

 

towards the GMPP [7, 8]. Therefore, swarm intelligence is more effective than the conventional methods for 

achieving the GMPP of the PV systems subjected to the PSCs. 
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Table 1. State of the art of MPPT solutions. 

 

Intelligent optimization algorithms are developed in MPPT tracking. In [9], a comparative PSO algorithm 

was proposed for finding the GMPP. In [10], a genetic algorithm integrated with fuzzy logic is developed for 

tracking the MPP of PV system. In [11], a new technique for GMPP tracking based on PSO was presented. The 

proposed method provides better results considering different PSCs; however, it is limited to multi-converter 

PV production systems. The particle swarm optimization (PSO) algorithm was implemented for tracking the 

global MPP (GMPP) considering the PSCs [12]. The applicatins of the evoluationary algorithms in improving 

the performance of MPPT had been significantly increasing [13-17]. In [18], a genetic algorithm was proposed 

for determining the number of neurons in a multilayer artificial neural network for MPPT in a PV system. In 

[19], the ant colony algorithm was applied for the MPPT solution of a PV system, and the method had an 

optimal performance for achieving the maximum power. In [20], the artificial bee colony (ABC) method was 

evaluated for MPPT in a PV system subjected to various shading patterns. It had a good performance and 

achieved the optimal global point. In [21], the grey wolf optimizer (GWO) algorithm was applied to track the 

MPP in a PV. In this study, the effectiveness of the GWO in achieving the maximum power with optimal 

efficiency was confirmed. In [22], the ABC was applied for solving the MPPT subjected to shading pattern 

conditions. In [23], the firefly algorithm (FA) was developed to design the MPPT for considering PSCs. In [24], 

the dragonfly algorithm (DA) was applied for tracking the MPP for a PV system in PSC. In [25], the mine blast 

algorithm (MBA) and teaching–learning-based optimization (TLBO) were applied to achieve the GMPP for PV 

considering PSC. In [26], the TLBO was applied to extract the maximum power of a PV system with PSCs. In 

[27], the improved PSO algorithm was evaluated to achieve the GMPP in a PV system with PSCs. In [28], the 

bat algorithm was developed for MPPT subjected to different PSC patterns. The bat algorithm is effective for 

achieving the GMPP of PV systems. In [29], the MPPT of a PV system was performed with different shading 

patterns based on the cuckoo search algorithm (CSA) method. In [30], the improved gravitational search algo-

rithm (IGSA) was applied to track the MPP for a PV system considering shading pattern conditions. In [31], 

the MPPT solution of the PV system is developed using the whale optimization algorithm (WOA) in PSCs. In 

[32], for the MPPT solution a new hybrid algorithm named grasshopper optimized fuzzy logic control (FLC) 

method is applied. In [33], weight of set point similarity is applied for the MPPT solution. In [34], designing of 

grey wolf optimizer-crow search algorithm (GWOCSA) to extract the MPP of PV system is developed in PSCs. 

In [35], a battery charging scheme from a solar photovoltaic is presented using a single sensor-based MPPT 

using Cauchy and Gaussian sine cosine optimization algorithm. In [36], a novel reduced sensor strategy is 

presented for two-stage single-phase grid connected solar photovoltaic system with a battery using power 

normalized kernel least mean square algorithm. In [37], damped fifth-order generalized integrator based con-

trol algorithm for grid-integrated PV system is studied via Human Psychology optimisation algorithm. In [38], 

an intelligent monkey king evolution algorithm for MPP detection under partially shaded condition in a PV 

system is presented. In [39], a whale optimization with differential evolution (WODE) method is used for 

MPPT solving in the dynamic and the steady-state conditions of a partial shading for PV system. The summa-

rize of some studies with controller parameter, controller type, contribution and research gap is presented in 

Table 1. 

So far, according to the literature review, various methods have been investigated to solve the problem 

of MPPT. This is because the optimization algorithms may work well in solving some of the photovoltaic sys-

tem configurations in shading conditions to track the MPP. In addition, with the complexity of the problem, 

they cannot trace the global optimal point. So, today there is still a good incentive to use new optimization 

methods in the MPPT problem solution. Tracking the MPP in shading conditions due to the presence of mul-

tiple peaks in the photovoltaic characteristic, traditional algorithms such as the hill climbing (HC) method 

cannot detect the global MPP through the local point, which reduces the local the efficiency and overall effec-

tiveness of the photovoltaic system. Therefore, combined methods can be developed to enhance the global 

MPP. This paper suggests a new MPPT method called hill climbing–artificial electric field algorithm (HC-

AEFA) for MPPT of PV system solution with PSCs. The technique is efficient and straightforward. The AEFA 

is modeled based on Coulomb's law related to electrostatic force [40]. HC is one of the traditional MPPT 

[34] Matlab simulation 

Designing of grey wolf optimizer-crow 

search algorithm to extract the MPP in 

PSCs. 



 

 

methods for PV systems. In the HC-AEFA method, HC is first applied to determine the nearest local answer, 

and then the AEFA method is evaluated to determine the GMPP. The converter duty cycle is optimized by the 

combined method to achieve the MPP. The simulation results of the proposed HC-AEFA method were ana-

lyzed with different models, including the standard conditions, PSCs, and radiation changes, and compared 

with those of the HC, AEFA, and PSO methods. The results were evaluated according to the efficiency and 

convergence time of the algorithms and by comparing the values for the PV, and maximum extracted power 

among the different methods.   

Highlights of this study are listed as follows: 

• Global maximum power point tracking of a PV system under partial shading conditions 

• Hill climbing (HC)–artificial electric field algorithm to solve the MPPT of PV system 

• The superiority of the proposed MPPT method compared with HC, AEFA and PSO 

• High tracking speed and efficiency of the proposed MPPT method to obtain the GMPP 

• Better performance of the proposed MPPT algorithm compared with last studies  

 

The rest of the paper is organized as follows. The modeling of the PV system is presented in section 2. 

The standard and PSC patterns for PV are developed in section 3. The proposed MPPT algorithm is described 

in section 4. The simulation results of different patterns for MPPT solution are presented in section 5. The 

results and findings of the paper are outlined in the conclusion section in section 6. 

2. PV module under PSCs  

The PSC creates multiple power peaks (local and global) in the power-voltage characteristic of the PV. There-

fore, it is vital to achieving the MPP subjected to PSCs to maximize PV efficiency. The selected PV module is 

considered ASMS-167P. The 2S PV parameters applied in this study include GMPP=167 W, the voltage of the 

open circuit is 41.7 V, the voltage corresponds to maximum power is 33.4 V, the current of a short circuit is 

5.18 A, the current corresponds to maximum power is 5 A, the voltage temperature coefficient is assumed at –

0.13 V/°C, and the current’s temperature coefficient is 0.0025   A/°C [41]. 

In this section, four different models are presented for evaluating the performance of the proposed MPPT 

method. The patterns are characterized by the 2S configuration (two modules with a series connection). The 

uniform radiation was 1000 W/m2. The first, second, and third patterns correspond to the standard test condi-

tion (STC) with GMPP of 331.8 watt, PSC with 1000- and 500-W/m2 radiation with GMPP of 182.54 watt, and 

PSC with 300- and 800-W/m2 radiation with GMPP of 133.75 watt. In the fourth pattern, the conditions for 

radiation changes are as follows: the modules' radiation is 800 and 500 W/m2 in the first temporal step with 

MPP of 180.20 watt, 600 and 300 W/m2 in the second temporal step with GMPP of 108.20 watt, and 400 and 200 

W/m2 in the third temporal step with GMPP of 70.62 watt, respectively. Fig. 1, show the power-voltage (P-V) 

and current-voltage (I-V) characteristics for the different patterns. 

3. Proposed MPPT method 

The proposed HC-AEFA for optimal tracking of the MPP is presented in various templates. In this 

method, the HC method is first applied to find the nearest local point, and then the charged particle search 

method is used to determine the GMPP. Subsequently, the HC-AEFA is described to solve the MPPT. The 

under-study system includes a PV configuration, a DC/DC buck converter, and load, as depicted in Fig. 2. The 

power of PV is computed using multiplying the calculated voltage and current of the PV, and then the calcu-

lated PV power is entered into the MPPT system. Fitness is defined as maximizing the PV system's power, 

which is implemented by sampling the voltage and current and determining the best duty cycle of the con-

verter via the proposed method.  



 

 

  

  

  

  



 

 

Figure 1. PV’s P–V and I–V characteristics at the four patterns. 

 

 

Figure 2. Schematic of MPPT solution system. 

3.1 Hill climbing (HC)  

The hill climbing (HC) method is like the well-known traditional method of perturb and observation 

method. The photovoltaic voltage is adjusted to track the maximum voltage regulation point (VMPP) in this 

method. The photovoltaic output voltage is disturbed by creating a slight increase that changes the power in 

∆P. The optimum point corresponding to the maximum power is continuously tracked and updated until the 

maximum power point is given as dPPV/dV = 0. The current value of photovoltaic power (PPV(k)) is continuously 

compared with the previously calculated value of photovoltaic power (PPV(k-1)). When the two values are the 

same, the controller recalculates the voltage and current of the photovoltaic and looks for a point to extract 

more power for it. Suppose the photovoltaic power fluctuates at the MPP and the duty cycle of the converter 

changes [40]. Therefore, based on this method, the optimal point to achieve the maximum power of the pho-

tovoltaic can be obtained by applying a slight voltage disturbance.  

3.2. Artificial Electric Field Algorithm (AEFA) 

The artificial electric field algorithm (AEFA) is modeled based on Coulomb's law in electrostatic force. 

This law describes the electrostatic reactions between the electrical charges. The magnitude of the electrostatic 

force is directly related to the magnitude of the charges and is inversely associated with the distance square 

among them. In the AEFA, the charged particles are selected as agents, and each agent's resistance is evaluated 

based on their charges. The AEFA algorithm is modeled based on electrostatic attraction force. In this way, the 

charged particle with the highest amount of electric charge, with higher power of attraction force, pulls the 

particles towards it and moves in search spaces. The first law of Coulomb describes that the particles repel 

each other, and otherwise, the particles pull each other. The second law of Coulomb also states that there is an 

attractive force among opposing charges and a repulsive force between exact name charges, which is directly 

related to the multiplication of the charges and inversely related to the distance between them. Moreover, the 

motion law states that the velocity of each particle is defined as the sum of the last velocities to the velocity 

changes, or the acceleration of each particle is defined as inserted force divided by its mass. 

Suppose the ith particle position considering d-dimension searching as (𝑥𝑖 = (𝑥𝑖
1, 𝑥𝑖

1, . . . , 𝑥𝑖
𝑑), 𝑖 = 1,2, . . . , 𝑁). 

The best position with the best fitness obtained from particles is determined. The best value position of the 

fitness achieved by any particle i is defined by [40] as follows.  

𝑝𝑖
𝑑(𝑡 + 1) = {

𝑝𝑖
𝑑(𝑡);         if 𝑓(𝑝𝑖(𝑡)) < 𝑓(𝑥𝑖(𝑡 + 1))

𝑥𝑖
𝑑(𝑡 + 1); if 𝑓(𝑥𝑖(𝑡 + 1)) ≤ 𝑓(𝑝𝑖(𝑡))

 
(1) 

Note that the optimal fitness is defined as Pbest = Xbest. The force of the charge i inserted by the charge j is 

calculated by [40] as follows.  

𝐹𝑖𝑗
𝑑(𝑡) = 𝐾(𝑡)

𝑄𝑖(𝑡)𝑄𝑗(𝑡)(𝑝𝑗
𝑑(𝑡) − 𝑥𝑖

𝑑(𝑡))

𝑅𝑖𝑗(𝑡) + 𝜀
 

(2) 



 

 

Where Qi(t) and Qj(t) refer to the charged particles of i and j, K(t) indicates the constant of Coulomb, 𝜀 is 

a small constant, and Rij (t) is defined as Euclidean distance among two charged particles of i and j is calculated 

by [40] as follows.  

𝑅𝑖𝑗(𝑡) = ‖𝑋𝑖(𝑡), 𝑋𝑗(𝑡)‖
2
 (3) 

The K(t) is based on the iteration number and maximum iteration (max_iter), which is defined by [40] as 

expressed as follows. 

𝐾(𝑡) = 𝐾0𝑒𝑥𝑝
(−𝛼

𝑖𝑡𝑒𝑟
𝑚𝑎𝑥_ 𝑖𝑡𝑒𝑟

)
 

(4) 

Where α refers to the parameter and K0 is the initial value. To explore the AEFA, first, the Coulomb con-

stant value is considered a significant value. Then this value has a decreasing trend to control the accuracy of 

the AEFA by increasing the iteration. The inserted electric force on particle i via the other particles is defined 

in d search space at time t as follows adapted from [40].  

𝐹𝑖
𝑑(𝑡) = ∑ 𝑟𝑎𝑛𝑑()𝐹𝑖𝑗

𝑑(𝑡)

𝑁

𝑗=1,𝑗≠𝑖

 
((5) 

Where rand () refers to a uniform number randomly in [0, 1], and this value is applied to provide a nature 

randomly to the AEFA. N indicates the number of the particles, and Fi  refers to the force inserted on the 

charged particle i. Adapted from [40]. The particle i electrical force in dth dimension search space is defined by 

𝐸𝑖
𝑑(𝑡) =

𝐹𝑖
𝑑(𝑡)

𝑄𝑖(𝑡)
. 

(6) 

So, applying the 2nd Newton law named motion law, the particle i acceleration is defined by 

𝑎𝑖
𝑑(𝑡) =

𝑄𝑖(𝑡)𝐸𝑖
𝑑(𝑡)

𝑀𝑖(𝑡)
. 

(7) 

Mi(t)  refers to the particle i mass at iteration t. The velocity of the charged particle and its position are updated 

by [40].  

𝑉𝑖
𝑑(𝑡 + 1) = 𝑟𝑎𝑛𝑑() ∗ 𝑉𝑖

𝑑(𝑡) + 𝑎𝑖
𝑑(𝑡), (8) 

𝑋𝑖
𝑑(𝑡 + 1) = 𝑋𝑖

𝑑(𝑡) + 𝑉𝑖
𝑑(𝑡 + 1). (9) 

The fitness should have a downward or upward trend for the minimization or maximization problem, 

respectively [40s]. 

𝑄𝑖(𝑡) = 𝑄𝑖(𝑡);  ∀𝑖, 𝑗 = 1,2, . . . , 𝑁, (10) 

𝑄𝑖(𝑡) =
𝑞𝑖(𝑡)

∑ 𝑞𝑖(𝑡)𝑁
𝑖=1

, 
(11) 

𝑞𝑖(𝑡) = exp (
𝐹𝑖𝑡𝑖(𝑡) − 𝑊𝑜𝑟𝑠𝑡(𝑡)

𝐵𝑒𝑠𝑡(𝑡) − 𝑊𝑜𝑟𝑠𝑡(𝑡)
) , 

(12) 

Where Fiti refers to the fitness of particle i. The Best (t) and Worst (t) values of fitness for the fitness maximiza-

tion are formulated by 

𝐵𝑒𝑠𝑡(𝑡) = max (𝐹𝑖𝑡𝑗(𝑡)) ; ∀ 𝑗 = 1,2, . . . , 𝑁, (13) 

𝑊𝑜𝑟𝑠𝑡(𝑡) = min (𝐹𝑖𝑡𝑗(𝑡)) ; ∀ 𝑗 = 1,2, . . . , 𝑁. (14) 

For the problem with the minimization approach, the best (t) and worst (t) values of fitness are presented 

by 

𝐵𝑒𝑠𝑡(𝑡) = min (𝐹𝑖𝑡𝑗(𝑡)) ; ∀ 𝑗 = 1,2, . . . , 𝑁, (15) 



 

 

𝑊𝑜𝑟𝑠𝑡(𝑡) = max (𝐹𝑖𝑡𝑗(𝑡)) ; ∀ 𝑗 = 1,2, . . . , 𝑁. (16) 

3.3. Hybrid HC-AEFA 

Every day new algorithms are presented to solve optimization problems with advantages and disad-

vantages. No algorithm performs well in most optimization problems and may no longer perform well in 

solving optimization problems. Therefore, in solving the MPPT problem, the presented algorithms can have 

different functions. This paper uses a hybrid method based on the AEFA to improve the HC method in optimal 

global search. The MPPT algorithm based on HC-proposed AEFA seeks to adjust the duty cycle d to extract 

the MPP optimally. In Fig. 3, the flowchart of the hybrid HC-AEFA is depicted for the MPPT solution. The HC 

method is one of the traditional MPPT methods for PV systems. In the hybrid HC-AEFA, the HC method is 

first applied to obtain the nearest local solution, and then the AEFA method is implemented to determine the 

GMPP. The converter duty cycle (d) is optimally defined via the combined method to achieve the MPP. The 

objective function of the problem involves maximizing the PV system's power, which is implemented by sam-

pling the voltage and current and determining the best duty cycle of the converter for the proposed method. 

If disturbance (𝛿) is minimal, a late convergence may happen before the state is changed to the combined 

approach. If 𝛿 is too big, the closest peak (local peak, LP) can be rejected. Most HC methods cannot achieve 

the global peak. So, the hybrid method is applied to search for an LP, and the duty cycle determined optimally 

via this method is considered the primary value for the AEFA. The steps involving the HC-AEFA in MPPT 

solution are presented as follows:  

• Step 1) The HC is operated to track the PV's MPP. The PV output voltage is disturbed by creating a slight 

increase that changes the power in ∆P (power change). The optimum point corresponding to maximum power 

is continuously tracked and updated until the maximum power point is given as dPpv/dV = 0.  

• Step 2) The present value of PV power (Ppv(k)) is continuously compared with the previously calculated value 

of photovoltaic power (Ppv(k-1)). When the two values are the same, the MPPT controller looks for a point to 

extract more power. 

• Step 3) If 𝛥𝑃𝑃𝑉 > 0, d is tuned with the step size increase of the voltage disturbance and if 𝛥𝑃𝑃𝑉 < 0, d is 

adjusted by decreasing the step size in the HC. 

• Step 4) Initialize the AEFA parameters as 𝐾0, 𝛼, 𝐷, pop size and iteration number.  

• Step 5) In this step, the d determined using the HC is considered the initial value for the AEFA operation.  

• Step 6) Calculate the PV power (𝑃𝑃𝑉) for each charged particle. 

• Step 7) Determine the optimal member of the charged particles. In this step, the optimal charged particle is 

considered the best particle corresponding to the maximum PV power (𝑃𝑃𝑉).  

• Step 8) Generate new positions. In this step, the charged particles create a new position in the search space if 

they are pursued. The duty cycle d is tuned with the step size increasing/decreasing (voltage disturbance) as 

follows (Inspired by Eq. (7) in AEFA): 

𝑑(𝑘) = 𝑑(𝑘) + 𝛿;  if 𝑃𝑃𝑉(𝑘) > 𝑃𝑃𝑉(𝑘 − 1) 

𝑑(𝑘) = 𝑑(𝑘) − 𝛿;  if 𝑃𝑃𝑉(𝑘) < 𝑃𝑃𝑉(𝑘 − 1) 

(17) 

(18) 

Here, d(k) refers to the duty cycle at iteration k, and 𝛿 represents the size of the disturbance step at the present 

position selected after an additional simulation, 𝑃𝑃𝑉  is PV power, and 𝛿 refers to the disturbance.  

• Step 9) Examine the feasibility of the new position for each charged particle. If the particle's new position is 

possible, the charged particle updates its position; otherwise, it remains in the current position and does not 

move towards the newly created position.  

• Step 10) Calculate the PV power for the new charged particle positions. In this step, the merit value (𝑃𝑃𝑉) is 

calculated for each member of the newly updated population. 

 

• Step 11) Determine the best solution. Evaluating and comparing the PV power in steps 5–8 indicate that the 

solution is replaced with a better new solution than the one obtained in step 7. 

• Step 12) If the convergence conditions are satisfied (achieving maximum PV power and max iterations of the 

AEFA), the d with higher PV power is determined to be the optimal solution, and the AEFA is stopped. Oth-

erwise, returning to the AEFA in step 5. 



 

 

Evaluate PV power of each charge particles (maximum value 

refers to best value)

End
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Figure 3. Proposed combined HC-AEFA method for solving the MPPT problem. 

In this paper, the superiority of the HC-AEFA is compared with HC, AEFA and well-known particle 

swarm optimization methods in MPPT solution. The parameters K0  and 𝛼 are assumed equal to 500 and 30 

for the AEFA algorithm. 𝑐1, 𝑐2, 𝑤min, and 𝑤max are set at 2, 2, 0.1, and 0.9 for PSO algorithm. The similar pop-

ulation size of 6 and maximum number of iterations of 30 are considered in both algorithms. The parameters 

of the AEFA and PSO Algorithms are selected based on the reference paper and the trial and error method to 

achieve the best results for each algorithm. Also, the population size and iteration are considered equal based 

on the trial and error method to achieve the best results for each algorithm.  

4. Results and findings 

The results for tracking the MPP in PV system in different conditions such as STC, PSC, and radiation 

changes (Section 3) obtained using the combined HC-AEFA method with the buck converter are presented. 

The capability of the HC-AEFA is evaluated using various models. The converter parameters are as follows: fs 

= 50 kHz, C = 470 µF, L = 6.8 mH, and R = 80 Ω [41]. 

4.1. Results for the first pattern (standard conditions) 

This section investigates the HC-AEFA-based MPCT problem for MPPT solution considering the stand-

ard conditions with uniform radiation (1000 W/m2 and 25 °C). To validate the HC-AEFA method, this problem 

was also solved using the AEFA, HC, and PSO methods, and the results were compared. Fig. 4 show the 

simulation results, e.g., the power, voltage, current, and the converter duty-cycle curves. The results indicated 

that the HC-AEFA method reached the global peak value with fewer oscillations and higher velocities than 

the HC, AEFA, and PSO methods. Furthermore, while the HC method was unable to track the GMPP, the 

AEFA and PSO methods reached the global peak along with the proposed method. Therefore, the proposed 

method performed better than the HC method in the MPPT. 
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Figure 4. Simulation waveforms at the first pattern obtained using the HC-AEFA, HC, AEFA, and PSO methods; a) PV 

output power, b) PV output voltage, c) PV output current, and d) converter duty-cycle curves. 

Fig. 5 presents the static and dynamic-efficiency curves of the MPPT for the first pattern obtained using 

the HC-AEFA, HC, AEFA, and PSO methods, respectively. As shown, the proposed method had higher effi-

ciency than the other methods. The results proved the more static- and dynamic efficiency of the proposed 

HC-AEFA than the HC, AEFA, and PSO methods. So, the improvement of the HC performance based on the 

AEFA in problem-solving is confirmed.   
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Figure 5. Efficiency curves at the first pattern obtained using the HC-AEFA, HC, AEFA, and PSO methods ; a) Static-

efficiency, and b) Dynamic- efficiency. 

Fig. 6 shows the population optimization process in different ways. The proposed method converged to 

the optimal global value in iteration 5. The AEFA and PSO methods converged to the optimal values in itera-

tions 9 and 8, respectively. The results showed the better performance of the HC-AEFA in achieving GMPP 

with a fast convergence rate in comparison with the AEFA and PSO methods. Therefore, the convergence rate 

of the proposed method was higher than those of the other methods. 
 

 

 

 

Figure 6. Particles' positions in each iteration for the HC-AEFA, HC, AEFA, and PSO methods in the case of the first pattern. 



 

 

Table 2 presents the numerical results for the performance of the different methods in the case of the first 

pattern (standard conditions). The HC-AEFA, AEFA, and PSO-based MPPTs obtained the maximum power, 

and HC cannot be able to track the GMPP. The tracking efficiencies using HC-AEFA, HC, AEFA, and PSO is 

obtained at 99.97%, 99.82%, 99.86% and 99.91%, respectively. Also, the HC-AEFA is converged to the best 

solution in 0.81 s, and AEFA and PSO have achieved the best solutions in 3.44 s and 2.85 s, respectively. How-

ever, the results indicated that the proposed HC-AEFA method had the fewest convergence iterations and the 

highest convergence speed. 

Table 2. Results for the Different MPPT Methods in First Pattern 

Method  Global 

power 

(w) 

Power 

(w) 

Conver-

gence itera-

tion  

Con-

ver-

gence 

time 

(s) 

Tracking 

efficiency 

(%) 

HC-

AEFA 

331.82 331.73 5 0.81 99.97 

HC 331.82 331.24 -- -- 99.82 

AEFA 331.82 331.38 9 3.44 99.86 

PSO 331.82 331.54 8 2.85 99.91 

 

4.2. Results for the second pattern (under PSCs) 

The effectiveness of the HC-AEFA for MPPT solution with PSCs was investigated for the second pattern. 

In this pattern, the radiation of the modules was 1000 and 500 W/m2. The global peak value was 182.54 W. The 

capability of the HC-AEFA was compared with that of the HC, AEFA, and PSO methods. The results are 

shown in Fig. 7. The HC method was unable to track the global peak power. Compared with the AEFA and 

PSO methods, The proposed HC-AEFA method had fewer oscillations and achieved stability and faster global 

peak power.  
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Figure 7. Simulation waveforms at the second pattern obtained using the HC-AEFA, HC, AEFA, and PSO methods; a) PV 

output power, b) PV output voltage, c) PV output current, and d) converter duty-cycle curves. 

Fig. 8 show the simulation's dynamic and static efficiencies for the second pattern obtained using the HC-

AEFA, HC, AEFA, and PSO methods. The HC-AEFA method had higher dynamic and static efficiencies than 

the other methods, considering the shading conditions. The results proved the more static- and dynamic effi-

ciency of the proposed HC-AEFA than the HC, AEFA, and PSO methods. So, the improvement of the HC 

performance based on the AEFA in problem-solving is confirmed. 
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Figure 8. Efficiency curves at the second pattern obtained using the HC-AEFA, HC, AEFA, and PSO methods ; a) Dynamic 

-efficiency, and b) Static-efficiency. 

Fig. 9 shows the algorithm-based population optimization process for the various MPPT methods in the 

case of the second pattern. For the AEFA, PSO, and proposed HC-AEFA methods, the population converged 

to the global peak value in iterations 12, 8, and 5, respectively, indicating that the HC-AEFA method had the 

highest tracking speed. The results showed the better performance of the HC-AEFA in achieving GMPP with 

a fast convergence rate compared to the AEFA and PSO methods. 

 



 

 

 

 

Figure 9. Particles' positions in each iteration for the HC-AEFA, HC, AEFA, and PSO methods in the case of the second 

pattern. 

Table 3 presents the numerical results for different methods for the second pattern. The percentage of 

tracking efficiency using HC-AEFA, HC, AEFA, and PSO is obtained at 99.95, 88.95, 99.79 and 99.85, respec-

tively. Also, the HC-AEFA converges to GMPP in 1.24 s, and AEFA and PSO have achieved the global power 

in 4.62 s and 2.69 s, respectively. The HC-AEFA-based MPPT method had a higher tracking speed than the 

other methods with higher tracking efficiency in the MPPT solution. 

Table 3. Results for the Different MPPT Methods in Second Pattern 

Method  Global 

power 

(w) 

Power 

(w) 

Conver-

gence it-

eration  

Conver-

gence 

time (s) 

Track-

ing effi-

ciency 

(%) 

HC-AEFA 182.54 182.45 5 1.24 99.95 

HC 182.54 166.04 -- -- 88.95 

AEFA 182.54 182.16 11 4.62 99.79 

PSO 182.54 182.28 8 2.69 99.85 

 

4.3. Results for third pattern (under PSCs) 

The capability of the HC-AEFA in MPPT solution with PSCs was investigated for the third pattern. In this 

pattern, the radiation of the modules was 300 and 800 W/m2, and the global peak value was 133.75 W. The 

capability of the HC-AEFA method was compared with that of the HC, AEFA, and PSO methods. The results 



 

 

are presented in Fig. 10. As shown, the HC method could not track the global peak power. The proposed HC-

AEFA method had fewer oscillations than the AEFA and PSO methods and achieved stability and the global 

peak power faster.  
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Figure 10. Simulation waveforms at the third pattern obtained using the HC-AEFA, HC, AEFA, and PSO methods; a) PV 

output power, b) PV output voltage, c) PV output current, and d) converter duty-cycle curves. 

Fig. 11 present the results for the dynamic and static efficiencies of the simulation for the third pattern 

obtained using the HC-AEFA, HC, AEFA, and PSO methods. The HC-AEFA method had higher dynamic and 

static efficiencies than the other methods considering the PSCs. The results proved the more static- and dy-

namic efficiency of the proposed HC-AEFA compared with the HC, AEFA, and PSO methods. So, the im-

provement of the HC performance based on the AEFA in problem-solving is confirmed. 
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Figure 11. Efficiency curves at the third pattern obtained using the HC-AEFA, HC, AEFA, and PSO methods ; a) Dynamic- 

efficiency, and b) Static-efficiency. 

Fig. 12 shows the algorithm population-based optimization process for different MPPT methods in the 

case of the third pattern. For the AEFA, PSO, and proposed HC-AEFA methods, the population converged to 

the global peak value in iterations 13, 9, and 8, respectively, indicating that the HC-AEFA method had the 

highest tracking speed. The results showed the better performance of the HC-AEFA in achieving GMPP with 

a fast convergence rate compared to the AEFA and PSO methods. 

 

 

 

Figure 12. Particles' positions in each iteration for the HC-AEFA, HC, AEFA, and PSO methods in the case of the third 

pattern. 



 

 

Table 4 presents the numerical results for the performance of the different methods in the case of the third 

pattern. The percentage of tracking efficiency using HC-AEFA, HC, AEFA, and PSO is obtained at 99.93, 88.35, 

99.85 and 99.80, respectively. Also, the HC-AEFA converges to GMPP in 2.13 s, and also, AEFA and PSO have 

achieved the global power in 5.28 s and 3.48 s, respectively. The results showed that the HC-AEFA-based 

MPPT obtained higher tracking speed and efficiency than the HC, AEFA, and PSO for the MPPT solution. 

Table 4. Results for the Different MPPT Methods in Third Pattern 

 Method  Global 

power 

(w) 

Power 

(w) 

Con-

ver-

gence 

itera-

tion  

Con-

ver-

gence 

time 

(s) 

Track-

ing effi-

ciency 

(%) 

HC-AEFA 133.75 133.66 8 2.13 99.93 

HC 133.75 120.85 -- -- 90.35 

AEFA 133.75 132.22 13 5.28 98.85 

PSO 133.75 133.49 9 3.48 99.80 

 

4.4. Results for the fourth pattern (under radiation changes) 

The performance of the HC-AEFA in the MPPT problem in the case of the fourth pattern (under radiation 

changes) was evaluated. The radiation of the modules was 800 and 500 W/m2, 600 and 300 W/m2, and 400 and 

200 W/m2 in the first-, second-, and third-time steps, respectively. The simulation time was 6 s. Fig. 13 present 

the simulation results, e.g., the power, voltage, current, and converter duty-cycle curves. As shown, the HC-

AEFA method had fewer oscillations than the PSO method. It achieved the peak power faster in all three-time 

steps, indicating that the performance of the HC-AEFA method for solving the MPPT problem was better than 

that of the PSO method. 
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Figure 13. Simulation waveforms at the fourth pattern obtained using the HC-AEFA, and PSO methods; a) PV output 

power, b) PV output voltage, c) PV output current, and d) converter duty-cycle curves. 

Fig. 14 present the simulation's dynamic- and static-efficiency curves for the fourth pattern obtained using 

the HC-AEFA and PSO methods. The HC-AEFA method had higher dynamic and static efficiencies and fewer 

oscillations in the radiation conditions at different timesteps compared with the other methods. 
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(b) 

Figure 14. Efficiency curves at the fourth pattern obtained using the HC-AEFA, HC, AEFA, and PSO methods ; a) Dynamic- 

efficiency, and b) Static-efficiency. 

Table 5 presents the numerical results for the performance of the different methods for the fourth pattern 

at different timesteps. The percentage of tracking efficiency using HC-AEFA and PSO for timestep one is ob-

tained at 99.96 and 99.92. For timestep two is achieved at 99.96 and 99.90, and for timestep three, this value is 

computed at 99.97 and 99.94, respectively. Among the methods, the HC-AEFA-based method had the highest 

tracking speed in the MPPT solution. The convergence rate (s) using HC-AEFA and PSO for time step 1 is 

obtained at 4 s and 6 s, for time step 2 is achieved at 3 s and 5 s, and for time step 3, this value is computed at 

4 s and 6 s, respectively. Among the methods, the HC-AEFA-based method had the highest convergence rate 

in the MPPT solution. 

Table 5. Numerical results for the performance of the HC-AEFA and PSO methods in the fourth pattern 

Method  Timestep  Global 

power  

Power  Convergence 

iteration  

Convergence time 

(s) 

Efficiency (%) 

 

HC-

AEFA 

1 180.2 180.13 4 2.37 99.96 

2 108.2 108.16 3 1.62 99.96 

3 70.62 70.60 4 1.28 99.97 

 

PSO 

1 180.2 180.07 6 3.85 99.92 

2 108.2 108.10 5 2.06 99.90 

3 70.62 70.58 6 2.13 99.94 

 

4.5. Results comparison 



 

 

In this paper, the proposed HC-AEFA method is applied to solve the MPPT problem of the photovoltaic 

system in STC and PSCs. The results indicated the proposed method's effectiveness compared to HC, AEFA 

and PSO methods with higher tracking efficiency and tracking speed. The performance of the HC-AEFA given 

tracking efficiency is compared with previous studies in MPPT solution of photovoltaic systems in Tables 6 

and 7. As in Table 6, the tracking efficiency of the HC-AEFA is obtained higher than in the previous studies. 

Also, the capability of the proposed method is compared given tracking speed, steady-state oscillation, com-

plexity, convergence to local peak and tracking efficiency with previous studies in Table 7. As shown in Table 

6, the proposed HC-AEFA is a reliable and perfect method to solve the MPPT solution of the photovoltaic 

system.  

Table 6. Comparison of Tracking Efficiency for HC-AEFA in MPPT Solution and Previous Studies 

              Method Tracking Efficiency (%) 

Proposed HC-AEFA 99.96 

CS [27] 99.94 

ABC [22] 99.83 

IPSO [42] 99.90 

WOA [31] 99.70 

HGWO [31] 99.70 

GO-FLC [32] 99.79 

Table 7. Comparison of the HC-AEFA Performance in MPPT Solution with Previous Studies 

Item 
CS 

[26] 

WOA 

[31] 

GWO 

[31] 

FLC 

[32] 

PSO 

[43] 

Proposed 

HC-AEFA 

Tracking 

speed 
High High High 

Mod-

erate 

Mod-

erate 
High 

Steady-

state oscil-

lation 

Zero Zero Zero 
Mod-

erate 
Zero Zero 

Complex-

ity 

Mod

erate 

Moder-

ate 

Mod-

erate 
Low 

Mod-

erate 
Low 

Conver-

gence to a 

local peak 

Less Less Less Less Less Very Less 

Tracking 

efficiency 

Me-

diu

m 

Me-

dium 

Me-

dium 

Me-

dium 

Me-

dium 
High 

5. Conclusion  

This paper developed a combined HC-AEFA algorithm for PV MPPT solution under different conditions as standard pat-

terns, PSCs, and radiation changes integrated with a buck converter. The effectiveness of the HC-AEFA in MPPT solution 

was evaluated compared to the HC, AEFA, and well-known PSO methods for different patterns. Additionally, for different 

patterns, the HC, AEFA, HC-AEF, and PSO methods were applied to solve the MPPT problem. The simulation results, e.g., 

the power, voltage, current, and converter duty-cycle curves, for each method were evaluated. Implementing the MPPT 

methods for different patterns in the standard and shading conditions indicated that the HC- AEFA method reached the 

global peak value with fewer oscillations and a higher speed than the HC, AEFA, and PSO methods. The HC method could 

not track the global power peak, whereas the other techniques achieved the global power peak. Therefore, the HC-AEFA 

method outperformed the HC method in the MPPT. The optimization process results indicated that among the methods 

tested, the proposed HC-AEFA had the fewest convergence iterations and the highest convergence speed in the MPPT 

solution. The simulation results of the MPPT problem for the radiation-change pattern confirmed the superiority of the 

proposed method (fewer tracking fluctuations and higher convergence speed). Furthermore, the HC-AEFA method out-

performed the PSO method in the MPPT solution for the fourth pattern at different timesteps of the radiation changes. The 

tracking efficiency for the first pattern using the HC-AEFA, HC, AEFA and PSO was obtained at 99.97%, 90.82%, 98.86% 

and 99.91%. For the second pattern, these values were achieved at 99.95%, 88.95%, 99.79% and 99.85%, and for the third 

pattern, these values were committed at 99.93%, 90.35%, 98.85% and 99.80%, respectively. The percentage of tracking 



 

 

efficiency for the fourth pattern, using HC-AEFA and PSO for time step 1, was obtained at 99.96 and 99.92, for time step 2 

was achieved at 99.96 and 99.90 and for time step 3, this value was computed at 99.97 and 99.94, respectively. The results 

showed that the HS was not able to achieve global power. Also, the results make clear that improving the HC method 

based on The AEFA has significantly increased the efficiency of tracking and gaining optimal global power. The results 

comparison showed the tracking efficiency of the HC-AEFA was obtained higher than in the previous studies, and it is a 

reliable and perfect method to solve the MPPT solution of the photovoltaic system. The limitations of the research are the 

fluctuations of the radiations and the PSCs that prevent the achievement of the global peak of the PV power. However, 

these limitations have been covered using the HC-AEFA. For future work, the MPPT problem solving based on complex 

series-parallel models of PV configuration in PSCs conditions will be suggested using the combined AEFA-PSO method.  
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