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Abstract

Virtual Learning Environments (VLE) is web-basedtfiirm used for teaching and learning.
Though there exist many VLE platforms which havesrbaleveloped for learners and
instructors, their accessibility to a visually inmea student remains a problem. Many
visually impaired persons especially students, atoparticipate fully in courses delivery and
are therefore disadvantaged. After careful analgbihie current state of the accessibility of
VLEs, this paper proposed a solution as a way $o0 &lrther the adoption of Internet of
Things (IOT) in learning. The system analysis amsigh, followed the object-oriented
analysis and design approach. The solution proveldthncements to accessibility issues;
content and navigation that confront visually inmpdiin its implemented web-base software.
Only the key features for assisting the visuallypaimed, based on the propositions are
presented in this paper. The system implementedelgocoupled modules for course
management and accessibility. It provides a texdpi@ech integration and keyboard shortcuts
to enhance reading.

Keywords:. Virtual Learning Environment, Web Accessibility,sdial Impairment, Course

Management, E-learning.
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1.0 Introduction

Virtual Learning Environments (VLE) refers to thengputer dependent tutoring in which

learners and tutors participate in a variety ofir@ninteractions which give rise to learning

[1]. VLEs are web-based platforms used as tootleathing and learning. They may be used
independently or blended with traditional classroorathod of learning. They can also be
used for other purposes such as training of stafbityanizations or government. These

platforms can be free and open source (e.g. MoadlIpaid (e.g. Blackboard) [2, 3].

VLE is synonymous to Learning Management System#$1S), Online Learning
Environments (OLE) and Course Management SystetSjd4]. Moodle, ILIAS, Atutor,
to mention but a few are open source projects amagning. These systems offer the
facilities for distance learning, self-learning, uc®e management, communication and
collaboration between teachers and students, coworsdearning material delivery,
announcements and assessments to students [4]. al$®yserve as repository for course
material and offer teachers and students the yhiliteach or learn from anywhere and at any
time. However, accessibility of VLEs to visually paired students has been a serious

challenge since the advent of computer aided legrni

According to [5], visual impairment covers a widariety of conditions, some start from
birth, others may occur by mid-life crisis suchaasident, disease / infection of the eye or
gradual deterioration of sight. Visual impairmentslude low vision and blindness. Low
vision refers to loss of visual acuity while retagn some vision. This may be evident in
people suffering from near or far sightedness aheéroocular conditions that prevent clear

sight.

Today, electronic media such as documents, audiovateo files have made it so much
easier to access learning materials for students wsual impairment. Lecture notes in

electronic form, and especially if made availalbl@dvance of classes have also proved to be
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quite beneficial [6]. However, the accessibilitytbé VLE has been a major issue for visually
impaired people [5, 6]. Hence the reason for theeld@ment of this enhanced VLE

application to provide some relief to these grotipemple.

2.0 Related Work

2.1 Concepts
Concepts such as Computer Aided Learning (CAL), Wrdml-Time Communication
(WebRTC) and Voice Over Internet Protocol (VOIPY &peech Synthesis (TTS) have been

explored in this section, in order to get a deifnreitbackground for this work.

2.1.1 Computer Aided Learning (CAL)

CAL is an educational environment where a compstdiware package is used to assist the
user in learning a specific subject. This conceas$ lbeen around since the 197eg
“Computer assisted instruction, testing and guidghedited by Wayne H. Holtzman in
1970).In the mid-1980s till 1990s, CAL refers to the depenent of either a software or
software suite to replace the traditional teachingthods. Since then, CAL has been
progressively more used to describe the use ofitdagy in teaching [7]. CAL is used within

two main concepts namely:

* CAL as Computer Based Learning (CBL) and

» CAL as Integrative Technology.
CAL is synonymous with Computer Assisted Instruct{€Al); it is an automated teaching
technique that uses a computer to present thedewiith an educational program through an
interactive computer process [8]. CAL has been uded its several advantages in

comparison to the traditional methods. The advasgagclude:

e easy access to the full content of courses throwathpages,

* no access limits,



manuscript

» as well as easy and speedy update to content
CAL also refers to an integrative approach of imgional methods; a program of some sort
that comprises an overall learning approach, whichtself is an aggregation of other

teaching methods, (e.g. the lecture, tutoriald, bexks etc.).

2.1.2WebRTC and Vol P

Web Real-Time Communication (WebRTC) is an ApplmatProgramming Interface (API)

created and maintained by World Wide Web ConsortigM3C). Simply put, it is

intermediary software that allows application pergs to communicate and share
information with each other. WebRTC is used to émdivowser-to-browser voice calling
apps, video chat and file sharing without plugiWWebRTC is an augmentation of VolP to the
program world. Since it does not include any sigmalprotocol, thus, by integrating a
signaling protocol, such as web socket, into WebRd@eveloper can create a full VolP

client. [9].

Voice over Internet Protocol commonly called Vo#Pthe transmission of voice and video
data, e.g. in video conferencing, over an IP bastdork. It makes use of packet switched
network and thus should be used over connectiomlesgork. Due to the fact that it uses a
connectionless network, it also uses the unsedused Datagram Protocol (UDP) and does
not require any handshake between communicatingce®ev This makes it viable for

transmitting video and audio signal. VolP has baead as a replacement to the Public
Switch Telephone Network (PSTN) which uses cirewitched network. VolIP uses a shared
network for the transmission of both voice and aigit has numerous benefits such as

internet conferencing, personal IP calls, instaessaging, and cheaper call rate [10].

The main benefit of VoIP over the conventional fafrtcommunication (PSTN) is that VolP
sends packets through packet switched based netwatkch a way that voice data packets

may take the best path from source to destinageualting in low cost. In contrast, PSTN is a
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circuit-based switch technology that requires dat@id line for telecommunications services
which drastically increases the cost of communicatiue to cost of hardware [11]. VolP
was used in this work audio/video broadcast ofulests where students connect to the live

broadcast through a provided channel.

2.1.3 Speech synthesis

In theory, Speech synthesis means any kind of stiadtion of speech. For example, it can
be the process in which a speech decoder genénatepeech signal based on the parameters
it has received through the transmission line, tocan be a procedure performed by a
computer to estimate some kind of a presentatiadheotpeech signal given a text input [12].
In this project, we focused on text-to-speech sssith Text-to-speech (TTS) synthesis
technology gives machines the ability to convehiteary text into audible speech, with the
goal of being able to provide textual informatianpeople via voice messages [13]. Speech
synthesis has been applied in delivering answetiseti@ustomers as in customer care robots,
listening to the messages and news instead ofrmgddem, and using hands-free functions
through a voice interface in a car. It's importamtthe visually impaired and to those who

have lost their ability to speak.

Web speech synthesis was used in this work. Trer@ready a number of Application
Programming Interfaces (APIs) and libraries avddato web developers for the text to
speech synthesis. The “Web Speech API” from Gouagle used in this project. It performs
voice recognition (speech to text) and speech sgih(text to speech) in JavaScript, it
converted text to speech so as to enable visualbaired users effectively use the software.

It was chosen out of other available alternatives t:

» the smooth and fluent way it reads the converteq te
» the robustness of customizing options for voicigpispeed,;

* naturalness of the spoken text;
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» the fact the it is cross browser compatible and

» its code is still being maintained.

2.2 Accessibility of VLES

Virtual Learning Environment (VLE) is not a fresbncept as its use has persisted for over a
decade. VLEs can encourage deeper learning, whidwogial, active, contextual, engaging

and student-owned, as well as develop lifelongniegr skills. Nevertheless, their success

depends on the teachers, who should choose thepgte features and adapt them to fit

their pedagogy and teaching style [4].

There is clear indication that there is a potentialsing a VLE to provide learners with an
opportunity for autonomous learning, however, tbalization of this potential depends on
several factors which [4] recapitulates as: thestgp activity used, the amount of teacher

support, the learning situation and students’ geroes.

Blind students necessarily need to rely on screadars to access electronic media [6] while
students with low vision can use specific custommzaoptions (like changing font size or
font face or other add-on software which can edagctions of a page) in addition to optical
aids; these features improve accessibility on aewsdriety of software applications,

including some with graphic interfaces.

Some of the challenges faced by visually impaitedents according to [6], can be alleviated
by ensuring the institution’s VLE is accessible $oreen reader users; any VLESs that rely so
much on visual multimedia cannot be easily usedlbhd students because screen reading

facilities available do not perform so well withagrhics-intensive screens.

Web accessibility means that websites, web-baseld ta;md technologies are designed and
developed so that people with disabilities can tieam. More specifically, people can:
perceive, understand, navigate, and interact viéhWeb [14]. Improved accessibility also

helps people without disabilities to access softwaard websites better.
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Though there exist QWERTY keyboards, embossed agdaeed keyboards, braille digital
displays and braille typewriters which are usefulcreating braille documents for braille
users are useful for visual impaired persons, @liserved that students or in general learners
with visual impairment have a wide range of needg do the large spectrum visual
impairment covers, and highlighted some tools amthods to solve different accessibility
needs to include: screen reading software, scredargement or magnifier software,
movable menu and keyboard driven support to hedmthccess all the functionalities. These

suggestions have informed the choice of suppottifea of this project.

In 2009, [2] reviewed available open source androengial learning management systems
and platforms. They identified requirements foraalaptive Learning portal which included
ability of information to adapt to student’s priknowledge, learning style, circumstance,
interest, among others. Although the results ofrdsearch were subjective, it still gives a

good reference material to aid in selection ofafptm to use.

In the same year 2009, [16] observed that visiopained students are increasingly being
disadvantaged as teaching environments were begomane vision-centric in presentation

of learning material. She observed that web-basedeat is not accessible to assistive
technologies thus making it frustrating to use; Bhad to build a training environment that
was fully accessible to vision impaired personse piot project was conducted to test the
effectiveness of numerous accessibility methodsrder to ascertain the most effective and
incorporate it into the aforementioned training iemvment. Her study found that vision

impaired students performed on par and sometimsrhkiban fully sighted students.

In a conference paper in 2012 [17], define starsléwd developing e-learning solutions for
visually impaired learners, and performed an araytcomparison of 3 distance learning
software used in Croatia. The criteria to be metewsased on flexibility, visibility and ease
of use, they however noted that there were acabsibsues with the systems they used to

test and suggested the following guidelines foigiesg accessible systems:
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» Design should be based on three columns whereetiiterccolumn contains the main

content

» Standard keyboard shortcuts should be used tostiresnenu options

* The content should be presented in an organizecg@nan

* Interface should not use pop up or modal windowkssmould conform to WCAG 2.0

standards

* Non-textual content should contain descriptive tag

* Auditory feedback is expected

» Data entry should be confirmed before submission

Highlighting the importance of accessible and usab$er interface (Ul) for e-learning
environments [18] stated that Uls most often notags designed to be used effectively by
the blind. They made the following suggestionsnpriove design of tools for personalized
learning to include: the design of more accesdittierfaces of a Web editing collaborative
tool, interacting with a screen reader and a Wediesy to personalize learning by blind
students using audio podcasts and an mp3 playey @lso identified some problems with

screen readers which tallies with [6].

In 2015, [19] investigated the difficulties in indetion of both blind and deaf users with
respect to VLEs, using their master and doctoratlestts of Postgraduate Program in
Inclusive Virtual Learning Environments and emphadi the need for involvement of key
stakeholders, i.e. the deaf and the blind, in amslgnd design of technological innovations

targeted at alleviating difficulties they face maraction with VLESs.

[20], carried out a study in the development ofirtual classroom to encourage interactive
learning, the software was tested at Covenant Wsitye However there was no special

consideration for accessibility of the system ®ueailly impaired persons.
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Another study in 2016 by [21] evaluated the effemtiess, efficiency and satisfaction
students get from using Learning Management Sy$tdn®) in Malaysia. The outcomes of
the research show that students were satisfiedthth.MS the student were happy that the

LMSs was effective and efficient.

In March 2017, [22] carried out an aggregation obhpems experienced by blind and
visually impaired students using Moodle VLE intasdes. The common problems identified

in the study were interface, navigation and conpeablems.

Although advances have been made recently regaedisigtive technologies, The presence
of elements of interaction that can be achieveg tiimbugh pointing devices for example is a
barrier for people with visual impairment [23]. Fheentioned two important resources that
can improve e-learning applications blind peopleirtolude adopting and integrating a

suitable screen reader and voice recognition system

2.3 Summary of Guidelinesfor Accessible Solutions
Based on the above literature, the following Vigaltures for improving accessibility of

VLEs were implemented in our developed system:

» A simple and consistent format for every Webpage;

» All part of the webpage are accessible using oelybbkard;

* Most parts of the webpage like navigation and aanége speech enabled so as to
enable visually impaired users access them;

« WebPages were created to accommod4t@a@ty screen reading software to allow

some users who are more familiar to other screseimg software to use them.

3.0 The Proposed System
The system is web VLE software which followed gliltes above in its implementation.
Some of the features include: reading out an adimne (using the tab button press or

hovering the mouse over a hyperlink), the voicalieek also trigger both navigation and
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form inputs, the accessibility improvements wereskly coupled, so as to be easily plugged
into another existing web-based VLE, course managémodule, keyboard shortcuts to
help improve accessibility for visually impairedxt to speech to provide accessibility for the

visually impaired, a real time chats and video Hoaet of classes.

3.1 System Design

The software was designed following the iteratioftvgare process model. This model allows
the design and analysis phases to overlap allovaom for changes which may arise in the
course of the design or even implementation. Th&tesy enhancement features were
implemented using event-driven JavaScript callsdemtify when a visually impaired user

needs to access a function of the VLE software. Sjfst¢em use a collection of hotkeys and
keyboard shortcuts for navigation; mostly basedhantab button which is in line with most

modern browsers feature for navigating links andnfcelements on the page. This is
according to [24] which state that tab navigatisnenabled by default in most browsers
except for safari and firefox for Mac. The softwarse mouse events like mouseover,
mouseout, timeout and hover as well as keyboardpkesses (specifically tab button) to read
out the pages behind the links. The CSS was ugexhimation to temporarily zoom sections

of the pages when the mouse is idle over them.eTlsethe provision to toggle on and off

these improvements for the sake of non-visuallyaimgal users.

3.1.1 Conceptual Design

This section describes the software and identifiesobjects interacting in the system. The
stakeholders here are the visually-impaired wholccdoe students, lecturers or anybody
interested in learning using VLE. Figure 1, showe tentities associations with their

cardinalities.
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* 1
. . 1.|. Belongs to I Faculty
Is admitted in 1
Department
1 1 Is employed in
has *
* .
L 1. * registers 1 * 1.* . administers
Student Jcourse | ' || Staff |
1.*
1.* has 1.*
take 1.* 1 1.* teaches
Lesson
Figure 1: Class diagram showing associations obnsjstem objects
User
+ id: integer
+ username: string
+ password: string
+ login()
Admin Guest Staff Student
+id: integer +id: integer + id: integer
+ ng(rjnei string + viewPublicCourses() + name: string + name: string
+ address: string + email: string + email: string
+ email: stri_ng +phone: string + address: string
+phone: string + address: string + dob: date
+ createCourse() + dob: date + regno: string
+createUser() + department: string || +department: string
Lesson +staffno: string +details: string [] arrdy
—— +details: string [] arrgy + register()
Course +id: [n'Feggr + register() + updateProfile
+1d: integer Tlopic:Sting | + update_profile(
: _9 _ + summary: string = Department
+name:string + content: string Faculty ——
+ department: string + resource: object — +id: mtc.ege_r
+ details: string [] arra +id: integer + name:string
+ add() + name + faculty: string
+ add() + delete() T add
+ delete() + update() +add() add()
+ update() + delete() + delete()
+ update( + update()

Figure 2: Object class diagram of system

The system entities (users) include students,,saafiinin and guest. Student belongs to a
department, and each department belongs to a ya@uktudent takes courses, while staff

administers courses, a course has lessons takeveby student that takes the course.
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The system objects include user, student, admnaff, sburse, faculty, department, quiz and

result. The object class diagram is summarizedyurés 1 and 2.

The accessibility of the system uses in-built Texspeech (TTS). The class diagram figure 3
shows the classes for the TTS subsystem. It h#dway which controls the rendering and
animation of the gif character. This library is@xtled by the SuperGif class which adds the
blinks and controls the mouth movements and spestithronization. Assistant class
converts text to speech using Google’s WebSpeedhaA® the FeedbackMe for rendering

the entire setup. The gif speech synchronizatios adapted from [25].

LibGif SuperGif
+ canvas_height: integer
+ canvas_width: integer
+ gif: DOM object

+ options: string {} object

+ max_width: integer
< + auto_blinks: Boolean
+ defaults: string {} object

+ initDOM object) + play_for_duration(duration: time)
+ play() + get_canvas_scale()
+ pause() + |Oad_ur|()
+ resume()
+ clear() FeedbackMe
+ position: string

Assistan + trigger_label: string

+ gifurlinput:string + gifurl: string

+ texttoread: string + options: string {} object
+ playsynchronized() + playsynchronized()

+ get_voices() + get_voices()

+ load_new_gif() + load_new_gif()

Figure 3: Class Diagram of TTS subsystem
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Student Assistant
® s
;\ [System listens for key press]
User visits ;
the homepac l

User presses the
key

[is key L the key

YES pressed?] [is
key shift key?]

User visits
login form

Enters username NO

and password

[System keeps listening or

[Is username and i triggers response for other

NO password correct?] key pressed]

System redirects user to his logge
in homepage while his account
loaaed in

5

Figure 4: Activity diagram showing how to log inrfasually impaired user

The activity diagram figure 4 describes how a Usgs into the system.

3.1.2 The System Architecture

The system is 3-tier architectur&he first tier is the presentation layer; it usesviront-end
languages HTML, CSS and JavaScript to develop $ke interface that runs on any web

browser on any operating system.
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CLIENT WEB SERVER
(WEB (APACHE) BUSINESS

BROWSER) LOGIC MYSQL
HTML, CSS and (PHP) DATABASE

JavaScript

SIGNALLING
SERVER
PRESENTATION TIER (NODE.JS)
MIDDLE TIER DATA TIER

Figure 5: Web software architecture

The processing of requests is controlled by thenless logic which is controlled by some
server-side scripting PHP, there is also a siggaderver used in this project for real time
communication. This signaling server is writtemiode.js and uses socket.io. The last tier is

the data tier; the system database server is MYSQL.

3.2 System | mplementation

Course Speech synthesis subsystem

management
Link navigation Database

Form input
management
management ”

[ Keyboard ]

VLE

Figure 6: The Implementation Architecture

The software architecture figure 6 shows the madolethe system. The speech synthesis
subsystem connects all parts of the system; ittlhasmodules that handle link navigation
and form input. The codes for speech were writtath wlavaScript; ideal because it
comprises functional and event-oriented paradigoh the audio segments are triggered by

events on the webpage.
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The link navigation module was implemented using Web speech library. The keyboard
shortcuts keypress listeners, mouseover, timeapytibox focus and blur events, on tab
press navigation were all tested to ensure that glage desired audio output. Each code to
generate and read out an audio output was testbdappropriate link and its trigger event
was simulated to ensure it gives expected outpbe form control module was also

implemented and tested in similar vein.

4.0 Results

A web software with enhance accessibility featunes developed. The user use the tab
button to navigate to any page, the system reatlsheuactive link or what input box or
button is active. The software could also be useddih visually impaired and non-impaired

users. A few snapshots of the app is shown in égurand 8.

My Courses

Operating Systems - COS 801 Introductionto Ir *

2 ONLINE CLASS

@ MAIN CONTENT

Figure 7: Page showing course registration by ez u

The accessibility features can be turned off farsth not visually impaired to reduce the
intrusive features. In figure 7, the checked baygtes the voice feedback on/off; there is also

the collapsible feedback modal at the bottom raginher of the page.
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Deadlocks

Menu

& MY ES
" Lesson Text

& MY PROFILE

each is wailing for an event

Four Necessary and Sufficient Conditions for Deadlock

& LOG OoUT « mutual exclusion. The resources involved must be unshareable; otherwise, the processes would not be prevented

Figure 8: The lesson view

Figure 8 shows a section of the course lessorgacas press key R for the entire contents to
be read out. The same key R can be used to padseesuime audio. The system shortcuts
some can be seen in figure 7, all can be viewetiraayby clicking the Felicia button at the

bottom right corner of every page. The shortcutfuite:

* L —takes you to login page
» Backspace — takes you to the previous page (&lt keéy is default for this behavior)

* S - activates the search input for a quick search
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* F - activates to first form input on the page

Ctrl — triggers the software to say the currentepiite

* H —takes you to homepage

» J —takes you to online class page

* V —to activate input for channel

» Alt + backspace - clears any input field

* Holding Alt and moving the mouse zooms the eleno&et which the mouse is hovered

* R —reads out the contents of the main parts opdye

4.1 Conclusion

This paper provided a solution that improved theeasibility of VLE software especially, for
visually impaired users. The software design anglementation followed the object-
oriented analysis and design methodology. The requénts gathering was carried out using

interviews with the stakeholders, informal convémss and literature review.

The testing was done in chrome and firefox in adews operating system environment;
however, it can run on any other operating systants web browsers. A fast and reliable

internet connection is necessary for optimum paréorce of the system.
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