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Abstract—Knee osteoarthritis (KOA) is a common joint disease
that severely affects the normal lives of patients. Typically, in
clinical practice, the severity of KOA is evaluated by observing
X-ray images of the knee joint. This approach is highly dependent
on the subjective experience of the doctor and may vary among
doctors. In this study, we propose a deep convolutional neural
network (CNN) model that integrates structural information
processing to predict KOA severity automatically based on the
Kellgren-Lawrence (KL) grading system. Specifically, (1) The
knee joint regions of the original X-ray images are segmented
using automatic detection for subsequent model predictions;
(2) We employed popular pre-trained deep CNN models to
perform feature extraction, obtain their multi-scale feature maps,
and construct their corresponding graph representations; (3)
A graph attention network (GAT) was designed as a fine-
tuning module to build a KOA prediction model. In our ex-
periments, we tested various pretrained models combined with
a GAT fine-tuning module to evaluate their performance on
the Osteoarthritis Initiative (OAI) dataset. The results show
that our proposed method significantly improves the predictive
performance in multiple aspects compared to the original model.
In addition, our proposed method has good decision interpretabil-
ity.(https://github.com/ddw2AIGROUP2CQUPT/HCGN)

Index Terms—knee osteoarthritis, feature space, graph struc-
ture, image classification

I. INTRODUCTION

Knee osteoarthritis (KOA) refers to the gradual damage,
thinning, and erosion of the cartilage tissue in the knee joint,
leading to joint pain, stiffness, swelling, and functional impair-
ment. It is a leading cause of disability in the United States and
worldwide [1]. Statistical data show that 392 million people
worldwide had KOA in 2019. The number of people with KOA
is predicted to reach 583 million [2] by 2040. Several factors
may contribute to KOA, including injury, obesity, and age.
Among them, obesity is a major risk factor [3]. KOA worsens
with age, causing inflammation and affecting patients’ daily
lives. Early diagnosis and treatment of osteoarthritis can help
effectively to reduce chronic pain and improve joint function
[4]. Joint space narrowing (JSN) and osteophyte formation

are key pathological features of KOA [5]. In terms of medical
imaging, KOA primarily uses X-ray and MRI technologies
to display the bone and soft tissue structures of the knee
joint. Radiography is the most common and cost-effective
imaging technique, through which doctors make diagnoses
by observing the bone structure of the knee joint, including
the patella, femur, and tibia. The Kellgren-Lawrence (KL)
grading system [6] is a standardized method for assessing the
severity of KOA. This system categorizes KOA into grades
0-4, as shown in Fig 1, with higher grades indicating greater
severity. Grade 0 indicates no signs of KOA, whereas grade
1 suggests possible joint space narrowing and osteophytes.
Grade 2 indicates definite osteophytes and possible joint space
narrowing, whereas grade 3 indicates moderate joint space
narrowing, multiple osteophytes, sclerosis, and possible bone
deformity. Grade 4 is characterized by severe sclerosis, large
osteophytes, and definite bone deformity.

Typically, doctors analyze the severity of KOA based on fea-
tures such as the patient’s knee joint space and the number of
bone spurs observed in X-ray images. However, the subjective
experience and knowledge level of doctors may lead to differ-
ences in analysis results, potentially causing misdiagnosis or
missed diagnosis. In contrast, artificial intelligence technology
is not affected by these factors, and therefore, offers a means
to improve the accuracy and efficiency of KOA diagnosis.
The current assessment of the severity of KOA using deep
learning methods is generally divided into two stages: first,
segmenting the region of interest (ROI) in knee X-ray images
to enable the model to focus on specific areas and reduce the
intervention of feature engineering, and second, designing a
deep learning model to predict the severity of KOA. Therefore,
more accurate localization of the ROI in X-ray images can
affect the performance of a model.

In the second stage, there is a common method that entails
designing deep CNN models with different structures and op-
timization objectives to improve their predictive performance.



Fig. 1. Illustrations of KL grade samples of the knee joint from grade 0 to grade 4.

Current CNN models can be divided into two parts: feature
extraction and classification. Owing to the limitations of its
mechanism, CNN can extract only detailed local information
within the receptive field, and lacks the ability to perceive
structural features of the image content. Consequently, tradi-
tional CNN models based on pretrained models for designing
new tasks often suffer from domain-shift problems. Clinicians
can usually observe structural information in X-ray images
to determine the severity of KOA. To this end, we propose
a new framework that integrates the structural information of
X-ray images into deep neural models to predict the severity.
Particularly, (1) we segmented the ROI in X-ray images,
with manual localization using the BoneFinder® software
[7] and automatic detection using the YOLOv7 [8] model.
(2) We used mainstream pretrained models to extract feature
maps from knee joint region images and build graph structure
representations based on channels. (3) We designed a graph
attention network (GAT) as a fine-tuning module to process the
structural information in the feature maps, and predict the KL
grade of KOA. In summary, our contributions are as follows:

(1) We fine-tuned the YOLOv7 model to segment the knee
region from X-ray images automatically, thereby reducing the
need for human intervention in feature engineering.

(2) We propose a new framework that integrates a deep
CNN and graph convolutional network (GCN) to consider the
structural information in X-ray images effectively and predict
the severity of KOA automatically based on the KL grading
system. Experiments demonstrate that our proposed method
can improve the performance of various mainstream pretrained
models.

II. RELATED WORK

A. Image Classification

In recent years, deep neural network models have achieved
notable success in the field of image recognition and have
been applied widely in many scenarios. LeNet [9], proposed by
LeCun et al., is one of the earliest CNN models. AlexNet [10],
proposed by Krizhevsky et al., consists of five convolutional
layers and three fully connected layers, which significantly
improves the accuracy of image classification. Zeiler and
Fergus proposed ZFNet [11], which improves on AlexNet

by optimizing the network structure using visualization tech-
niques. Karen et al. proposed the VGG [12] model which
uses small convolutional kernels and repetitive convolutional
and pooling layers to construct a deep neural network. He
et al. proposed ResNet [13]., which uses residual connec-
tions to solve the problem of degradation in deep neural
networks, improving their trainability and accuracy. Szegedy
et al. [14]–[17] proposed the Inception series of models,
which introduced techniques such as batch normalization
[15], decomposed convolution operations [16], and residual
connections [17]. Hu et al. proposed SENet [18], which used a
novel attention mechanism that learns the correlations between
different feature channels adaptively. Huang et al. proposed
DenseNet [19], which introduces dense connections into the
layers of a deep model. Tan and Le proposed EfficientNet
[20], which significantly improves computational efficiency
and performance using a compound scaling technique and
an automatically searched network structure. Zhuang et al.
proposed ConvNext [59], which rethinks the design of convo-
lutional neural networks and uses advanced training strategies.
Alexey et al. proposed the VIT [21] model, which uses a self-
attention mechanism to extract feature information between
different blocks.

Recently, graph neural networks (GNN) [22] have made
significant progress in the processing of graph-structured
data. Kipf and Welling [23] proposed GCN, which gener-
alize the concept of convolutional neural networks to learn
node representations by aggregating information from local
neighborhoods. Hamilton et al. proposed GraphSAGE [24], an
unsupervised framework for generating node embeddings that
generates node representations by sampling and aggregating
information from adjacent nodes and is capable of efficiently
processing large-scale graph data. Veličković et al. proposed
the GAT [25], which introduces self-attention mechanisms
into a GCN and calculates the attention coefficients between
nodes to weight the neighbor node information. Han et al.
proposed the VIG [26] model, which divides images into
equally sized grids of image blocks and uses a GNN for
classification tasks. Chen et al. proposed Patch-GCN [27]
for survival prediction of patients from whole slide images
in medical imaging, which achieved significant improvements
compared to weakly supervised approaches. Yi et al. proposed



Fig. 2. Overview of our proposed, which consists of 4 parts. (a) Segmentation of the ROI of the knee joint. (b) Feature extraction module of pre-trained deep
neural model. (c) Graph representation of the feature space. (d) GAT module.

the Graph-Transformer model [28] for the classification of
WSIs, which is an interpretable and effective framework for
WSI-level classification.

B. Joint Detection

ROI detection in X-ray images can be performed either man-
ually or automatically. For the manual method, Woloszynski et
al. developed a similarity measurement [32] to locate the tibial
position in X-ray images for segmenting the ROI. Marijnissen
et al. [33] developed the Knee Image Digital Analysis (KIDA)
software, which can measure continuous variables such as
joint space width, osteophyte area, subchondral bone density,
joint angles, and tibial tuberosity height from knee joint
images. For the automatic method, Shamir et al. [34] used
a moving window to calculate the Euclidean distance between
the window and the predefined joint area while scanning X-
ray images of knees. Antony et al. [5] used a support vector
machine (SVM) and Sobel horizontal image gradient to detect
the center of the knee joint and segment the ROI along the
center. In recent studies, deep CNNs have been applied to ROI
detection. Antony et al. [35] used a fully convolutional neural
network to detect knee joint ROI and achieved state-of-the-
art results. Berk et al. [36] used a manual template matching
method to extract knee joint bounding boxes and then fine-
tuned a U-Net [29]. Chen et al. [37] manually annotated the
boundary boxes in X-ray images, trained with the YOLOv2
[38] model, and used a CNN to rate the severity of the knee
joint. Albert et al. [39] employed a fast region-based CNN (R-
CNN) [30] to detect the posterior-anterior and lateral regions
in knee X-ray images, and to evaluate the severity of KOA.
Yang et al. [40] used RefineDet [31] to localize the knee joint
and predict the severity of KOA.

C. KOA Severity Grading

Antony et al. [5] used a pretrained deep CNN to classify
knee KL grades after fine tuning, and achieved an accuracy
of 59.6%. Suresha et al. [41] used a neural network model
pretrained on ImageNet [42] for severity classification of
knee joints. Tiulpin et al. [43] proposed a KOA severity
classification method based on a Siamese CNN, which helped
the model to learn the symmetry of the X-ray images. Berk
et al. [36] applied dense modules to their network model to
classify the severity of KOA. Brahim et al. [44] used the

power spectral density in different directions of the image as
features and applied a logistic regression classifier to classify
the KL grade. Chen et al. [37] employed transfer learning
and assigned higher penalties to misclassifications with larger
distances between predicted and actual KL grades. Liu et al.
[45] used two networks, a region proposal network (RPN)
and Fast R-CNN [56], where the RPN was trained to generate
the knee joint ROI, and the Fast R-CNN was used for KL
grade classification. Bayramoglu et al. [4] used a small CNN
model combined with a joint gap feature and bone texture
to detect the presence of KOA. Thomas et al. [46] used
a pretrained ResNet169 model on ImageNet to evaluate the
severity of KOA. Wang et al. [47] introduced a self-attention
mechanism in their CNN to explore the correlation between
the different regions of a joint. Albert et al. [39] developed an
automated deep learning method that jointly uses the posterior-
anterior and lateral views of knee joint X-ray images to assess
the severity of KOA. Feng et al. [48] introduced channel
and spatial attention modules in their model to improve the
effective use of information. Ahmed et al. [49] proposed
the Deep Hybrid Learning (DHL)framework, in which the
first pretrained CNN was used for feature extraction, then
principal component analysis (PCA) was used to reduce
the dimensionality of features, and finally, a support vector
machine (SVM) was used for classification. Abdullah et al.
[50] trained Faster R-CNN [58] to locate the ROI in X-ray
images and extracted features using a pretrained ResNet-50.
Finally, another pretrained AlexNet [10] was used to classify
the severity of KOA. Gu et al. [51] used a deep CNN for
the initial evaluation of the severity of KOA, calculated the
JSN, and then combined the JSN and initial evaluation to
determine the KL grade. Dharmani et al. [52] used a pre-
trained EfficientNet [20] to assess the severity of KOA in knee
joint X-ray.

III. METHOD

A. Overview of Our Proposed

Our approach fully exploits the feature extraction capabil-
ities of deep neural networks, while enhancing the general-
ization ability of the model by representing feature maps as
graphs. The overall framework of our approach is illustrated in
Fig 2: (1) The knee joint ROIs are segmented from the original



X-ray images through automatic detection to reduce the impact
of irrelevant areas. (2) A pre-trained deep neural model is
applied as the feature extraction module to extract feature maps
of the knee joint region. (3) The multi-scale feature maps are
represented in the graph structure, and a graph neural network
classifier is fine-tuned using a cross-entropy loss function.

B. Knee Joint Segmentation

After pre-processing the Osteoarthritis Initiative (OAI)
dataset, we further segmented the knee joint ROI’s in the
images. Considering computational complexity and detection
accuracy, we adopted YOLOv7 as our detection model. Fol-
lowing the method of Chen et al. [37], we used a portion of
the original dataset as the knee joint detection dataset. The
higher the intersection over union (IoU) score, the better is
the convergence effect of the model. The IoU represents the
ratio of the intersection area to the union area between the
predicted bounding box and ground truth (See (1)).

IoU(A,B) =
A ∩B

A ∪B
. (1)

Where, A represents the predicted bounding box and B
represents the ground truth. To improve the accuracy of
knee joint detection, we fine-tuned the YOLOv7-based model
pretrained on the COCO dataset [57]. Particularly, we removed
the classification loss and retained the objectness and location
losses . This reduces noise and complexity during training
and improves the accuracy and efficiency of the model. To
evaluate the performance of the detection model, we calculated
the proportion of knees that achieved an IoU ≥ 0.75.

C. Approach

1) Pre-trained CNN Module: Owing to the lack of high-
quality annotated KOA X-ray image training data, pre-trained
models can help mitigate the insufficient training data by
exploiting the learned generic features to assist in learning
new tasks, accelerating the training process, improving per-
formance, and combating overfitting [53]. We adopted classic
deep models that well trained on the ImageNet dataset as
the pre-trained CNN module, including VGGNet, ResNet,
and ConvNext [12] [13] [59]. We describe this process as
z = B(x), where x is the input image and z ∈ RC×H×W , C
is the number of channels in the feature map, and H and W
represent the height and width of the feature maps.

2) Building Graph for Feature Maps: We extract feature
maps from x using convolutional blocks. The feature of each
channel in the feature maps is treated as a node, and we use
the K-Nearest Neighbor (KNN) [60] algorithm to build edges
from these nodes to construct an undirected, fully connected
graph G = (V,E). Here, V is the set of nodes, and E is the set
of edges connecting the nodes. We consider each channel in
z as a node, with a total of k = C nodes. For a set of edges
E, each node vi is connected to its k nearest neighboring
nodes. By establishing the edge relationships between nodes,
performing graph convolution helps to propagate information
throughout the graph, enabling the modeling of relationships
at the channel level.

3) GAT Module: A GAT [25] enables information propa-
gation between nodes by computing the weights of the rela-
tionships between each node and its neighbors adaptively. The
GAT module includes multiple heads, each of which captures a
different relational pattern. Within each head, the GAT module
computes the representation of each node by multiplying its
node features by attention weights, and then summing them
based on the weighted contributions. The process can be
simply expressed as z′ = GAT (G, h), where G is the graph
constructed from the feature map z, h represents the number
of heads in the GAT module. As shown in Fig 3, in order
to better integrate GAT modules with convolutional neural
networks and obtain richer features, we introduce ConvNext
block as our Feature Transformation block.

Fig. 3. Feature Transformation block.

D. Evaluation Metrics

We introduce four metrics to evaluate the performance of the
models: Accuracy, Recall, Specificity, and F1-score. Accuracy
represents the proportion of correctly predicted samples to
the total number of samples (i.e., traditional Top-1 accuracy),
which measures the overall prediction ability of the model.
Recall measures the recognition ability of a model for each
specific KL grade of KOA X-ray images, whereas Precision
refers to the measure of how many of the samples predicted
as positive actually belong to the positive class. F1-score
is a metric that takes into account both the precision and
recall of the proposed model. Calculations were shown in Eq
(2)(3)(4)(5).

Accuracy =
TP + TN

TP + TN + FP + FN
. (2)

Recall =
TP

TP + FN
. (3)

Precision =
TP

TP + FP
. (4)

F1-score = 2× Precision×Recall

Precision+Recall
. (5)

For a given KL grading (where the samples defining this
grading are considered to be positive examples and the re-
maining samples are considered to be negative examples), TP
refers to the number of positive samples that are correctly
classified, FN refers to the number of positive samples that
are incorrectly classified as negative, FP refers to the number
of negative samples that are incorrectly classified as positive,
and TN refers to the number of negative samples that are
correctly classified as negative, as illustrated in the Fig 4.



Fig. 4. TP, FN, FP, and TN displayed for KL-0, 1, 2, 3, and 4.

Fig. 5. ROI of the left and right knee detected by YOLOv7, along with their respective IoU scores. The red boxes represent the manually annotated bounding
boxes, while the blue boxes represent the detection boxes identified by YOLOv7.

IV. EXPERIMENT

A. Experimental Settings

1) Data Preprocessing: We used the OAI knee joint X-ray
image dataset (http://www.oai.ucsf.edu/). We selected baseline
knee images consisting of 16-bit DICOM X-ray files and
evaluation information for 4,796 samples for patients with ages
ranging from 45 to 79 years. We first converted all images
to standard 8-bit grayscale format and then excluded samples
with unclear label information, resulting in 4,506 images in
the final dataset.

2) Implementation Details: Owing to the inconsistent sizes
of the image slices, we resized all images to 224 × 224 for
ResNet, VggNet, and to both 224 × 224 and 384 × 384 for

ConvNext. To prevent overfitting, we applied data augmenta-
tion by flipping the images horizontally and vertically with a
probability of 0.5, adjusting the brightness and saturation by a
factor of 0.33 and using random affine. We used PyTorch 1.8
as the software framework. For hardware, we used 2× Nvidia
A100 GPU with 40 GB of memory for each experiment.
During training, the feature extractor had an initial learning
rate of 0.0001, whereas the feature transformation blocks and
graph neural network layers had an initial learning rate of
0.001. The batch size was set to 8 and the learning rate was
reduced by a factor of 10 if the test accuracy did not improve
after every 7500 batches, for a total of 100,000 iterations. The
optimizer used was stochastic gradient descent (SGD), with a



weight decay of 0.001 and momentum of 0.9.

B. Knee Joint Detection

We calculated the recall of the model using a threshold
of 0.75, with samples having IoU ≥ 0.75 considered to be
positive samples, and samples with IoU < 0.75 considered
as negative samples. We also computed the average IoU for
knee detection. Among all knee test samples, all knees were
detected, with 98.25% of the samples having IoU ≥ 0.75 and
an average IoU of 89.01%, which is significantly higher than
previous object detection models. The detection metrics are
listed in TABLE I. The automatic detection results, as shown
in Fig 5, demonstrate a high degree of similarity with the
manually annotated bounding boxes. In subsequent prediction
model training, we cropped the ROI of the OAI dataset images
using automatic detection methods. Particularly, we extended
the YOLOv7 detection boxes by a scale factor of 1.4 and
randomly split the dataset into training and testing sets with a
ratio of 8:2. The results of the dataset splitting are presented
in TABLE II.

TABLE I
RESULTS OF KNEE JOINT DETECTION BASED ON YOLOV7 MODEL. L
REPRESENTS THE LEFT KNEE, AND R REPRESENTS THE RIGHT KNEE.

Methods Recall Mean IoU

FCN [5] 0.892 0.83
HOG-SVM [55] - 0.84
YOLOv2 [37] 0.922 0.859
YOLOv7(ours) 0.983 (L:0.972 R:0.993) 0.890 (L:0.884 R:0.896)

TABLE II
DATA PARTITIONING OF CROPPED ROI REGIONS.

KL 0 KL 1 KL 2 KL 3 KL 4 Total

Train set 2759 1278 1900 992 236 7165
Test set 689 319 474 247 59 1788

Total 3448 1597 2374 1239 295 8953

TABLE III
COMPARISON OF OUR METHOD WITH DIRECTLY USING DEEP LEARNING

MODELS (RN, VGG AND CN FOR COMPREHENSIVE PREDICTION
PERFORMANCE IN AUTOMATICALLY DETECTING KNEE JOINT ROI USING

YOLOV7.

Models Accuracy Recall Precision F1-score

RN-50/ HCGN 224 69.4/71.4 66.2/68.2 67.8/71.2 65.3/69.0
RN-101/ HCGN 224 70.2/70.5 69.2/68.2 71.7/71.1 70.3/69.2
VGG16/ HCGN 224 70.5/71.7 66.8/68.1 71.6/72.2 68.5/69.0
VGG19/ HCGN 224 70.5/71.3 67.3/68.9 70.9/72.5 68.6/70.2
CN-Ti/ HCGN 224 71.6/72.2 68.2/70.0 72.1/72.6 68.5/70.2
CN-Ti/ HCGN 384 72.3/73.8 69.0/72.6 73.1/73.9 70.1/72.8

C. Comprehensive Performance and Analysis

We evaluated the performance of the current popular deep
neural models (VGGNet, ResNet, and ConvNext) for auto-
matic detection on the OAI dataset. As shown in TABLE III,
we can conclude that (1) our proposed method can improve

the predictive performance of most deep learning models. (2)
For automatic detection, HCGN CN-Ti 384 achieved the best
classification accuracy of 73.8%, the best Recall of 72.6%, the
best Precision of 73.9%, and the best F1-score of 72.8%. We
conclude that the overall performance of the models improved
almost uniformly.

As shown in TABLE IV, our method achieved the highest
prediction accuracy for each of the fine-grained metrics.

TABLE IV
COMPARISON OF CLASSIFICATION ACCURACY, RECALL, PRECISION AND
F1-SCORE BETWEEN THE EXISTING END-TO-END TRAINING METHODS ON
THE OAI DATASET AND OUR PROPOSED METHOD (HCGN CN-TI 384).

Methods Accuracy Recall Precision F1-score

VGG-19 [5] (2016) 53.4 - - -
CNN [35] (2017) 61.9 62.0 57.0 56.0

VGG-19-Ordinal loss [37] (2019) 70.4 - - -
DesNet169(TL) [46] (2020) 71.0 71.0 72.0 71.0

CNN with self-attention [47] (2021) 69.2 - - -
DenseNet121-DRS [61] (2021) 71.1 71.0 68.0 68.0
CNN with attention [48] (2021) 70.2 68.2 71.0 68.0
DenseNet161-FOL [62] (2022) 67.43 66.0 66.0 65.0

ViT [63] (2022) 71.20 - - -
OsteoHRNET [64] (2023) 71.74 71.0 73.0 72.0
Ours(HCGN CN-Ti 384) 73.8 72.6 73.9 72.8

D. Ablation experiment of the GAT module

In order to better integrate the GAT block with convolutional
neural networks, we introduced the Feature Transformation
(FT) block after the GAT block. We evaluated the influence of
different components of the GAT module on the experimental
results. As shown in Table V, we observed that combining
the GAT block with the Feature Transformation block yields
better results than using the GAT block alone.

TABLE V
COMPARISON OF OUR METHOD(HCGN CN-TI 384) WITH USING
DIFFERENT COMPONENTS(GAT AND FEATURE TRANSFORMATION

BLOCK) OF THE GAT MODULE ON THE OAI DATASET.

GAT FT Accuracy Recall Precision F1-score

% % 72.32 68.97 73.11 70.13
! % 73.26 71.07 73.40 71.73
% ! 72.31 69.48 70.89 69.59
! ! 73.76 72.61 73.92 72.79

Fig. 6. Comparison of our methods under automatic segmentation.



Fig. 7. Comparison of our proposed (DFCR CN-Ti 384, DFCR RN50 224, and DFCR VGG16 224) and original models (CN-Ti 384, RN50 224, and
VGG16 224) using the same input.

E. Prediction Result Analysis
In the clinical diagnosis of KOA, there are cases where

the differences between X-ray images of adjacent grades are
subtle, leading to different doctors diagnosing the same image
with different grades. However, these diagnostic differences
typically do not cause significant harm. Fig 6 shows the
confusion matrix of our model’s prediction results (i.e., the
statistics of all test sample prediction results), which reveals
that (1) most of the prediction errors occur between adjacent
grades, and (2) the model misclassifies most severity grade 1
samples as grades 0 and 2, with the lowest accuracy among
the five grades, indicating that the distinction between grade
1 and grades 0 and 2 is the least apparent. (3) The prediction
differences among the different models were not significant.

F. Credibility Analysis
In clinical diagnosis, the main issue with artificial intel-

ligence models is not accuracy but the credibility of their
decisions. To verify whether the decision basis of our model
conforms to clinical cognition, we display the regions to which
our model pays the most attention during the decision-making
process. We calculated the importance of each node in the
graph and mapped it to the corresponding positions in the
original X-ray image to obtain an heat map.

Fig 7(a) shows the heat maps for KL grade classification
from 0 to 4 (from left to right) using our proposed method. The
color of the regions, from blue to red, indicates that the region
is becoming increasingly important in the decision-making

process of the model. For correctly predicted examples, as
judged by clinicians, the focus areas of the model’s decision-
making process are generally located in arthritis-affected re-
gions, indicating that the model’s decisions are credible. We
also generated heatmaps of the original models(CN-Ti, RN50,
and VGG16). Specifically, we calculated the average value
of the model’s last layer feature map across channels and
then mapped it back to the original X-Ray image to obtain
the heatmap. As shown in Fig 7(b), we can observe that the
original ones can localize the lesion region but with a relatively
wide range. We can note that our proposed demonstrates better
understandability. In Fig 7(c), we visualize an example of
incorrect decision-making by HCGN CN-Ti 384, where the
focus regions of its decision deviate from the arthritis-affected
region, and the model pays attention not only to the knee
joint but also to the screw. This indicates that these predictions
lack credibility. In practice, such erroneous decisions can be
identified easily by doctors.

In summary, our method transforms image classification in
the feature space into graph classification, in which each node
in the graph has a corresponding relationship with the feature
in the original image.

G. Comparison with Doctors

We invited an orthopedic clinician (Doctor1), a radiologist
(Doctor2), and a medical imaging graduate student (Doctor3)
to diagnose all 1788 images in the test set independently.
The annotations for this dataset were derived from doctors’



diagnoses based on X-ray images combined with clinical
symptoms. In our study, we could not obtain clinical diagnoses
corresponding to these X-rays, and the invited participants’
diagnoses were made without any clinical symptom data.
The confusion matrices for the diagnoses from the three
participants are shown in Fig 8. Although there are significant
differences and low accuracy among the different doctors’
diagnoses, most errors occur in the diagnosis of adjacent
KL grades, which causes relatively minor harm in clinical
practice. TABLE VI presents the statistical indicators used
in this study.We observed that owing to the lack of patients’
clinical symptoms and the large workload completed in a short
time, the various indicators of the independent diagnoses of the
three invited participants were far lower than those of the AI
prediction model. In summary, the proposed end-to-end model
for predicting KOA severity achieved satisfactory results.

TABLE VI
STATISTICAL INDICATORS OF THE DIAGNOSES MADE BY THE THREE

INVITED DOCTORS ON THE OAI TEST DATASET.

Accuracy Recall Precision F1-score

Doctor1 (orthopedic clinician) 39.88 53.35 50.75 52.02
Doctor2 (radiologist) 44.13 49.10 48.75 48.92

Doctor3 (graduate student) 47.32 49.96 49.16 49.56
Ours(HCGN CN-Ti 384) 73.37 72.60 73.92 72.79

Fig. 8. Confusion matrices of the diagnoses made by the three invited doctors
on the OAI test dataset.

V. CONCLUSION

KOA is a widespread joint disease that significantly affects
the normal lives of patients. Early prediction can substantially
reduce the incidence of KOA and improve treatment outcomes.
Typically, doctors assess the severity of KOA by observing
knee X-ray images and clinical symptoms, a process that
relies heavily on the doctors’ subjective experience and that
varies among doctors. In this study, we propose an end-to-
end reliable prediction model for KOA severity based on a
feature map representation. Experiments show that compared
to the original model, our proposed method demonstrates
significant improvements in multiple predictive performance
metrics and exhibits good decision understandability.However,
in this paper, we merely explored the role of the graph
representation module in ConvNets, rather than its role in
Transformers.

VI. DATA AVAILABILITY

Data used in this article were obtained from the Osteoarthri-
tis Initiative (OAI) database, which is available for public
access at http://www.oai.ucsf.edu/. datasets used are baseline
knee images with 0.C.2 and 0.E.1.

VII. CODE AVAILABILITY

The code used for preprocessing the data,
training the YOLOv7 and HCGN model, and the
parameters of the HCGN model have been made
publicly available on Github at the following link :
https://github.com/ddw2AIGROUP2CQUPT/HCGN.
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