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Abstract—Metaheuristic algorithms have received great pop-
ularity since the first metaheuristic algorithm—Genetic Algo-
rithm—was proposed in 1975. However, conventionally the per-
formances of metaheuristic algorithms are evaluated by a series
of unconstrained mathematical functions. Unfortunately, in real-
world problems, for example, mechanical design optimization
problems, the landscapes of the search area are far different from
mathematical ones, and most importantly, the constraints are
almost always imposed. Therefore, in this work, 19 metaheuristic
algorithms have been implemented to solve three mechanical
design optimization problems and evaluate their performance.
Results show that the performances of metaheuristic algorithms
could be determined by the initial convergence speed.

Index Terms—Metaheuristic algorithm, Evolutionary algo-
rithm, optimization, mechanical design

I. INTRODUCTION

Design problems have always been of great concern in
mechanical engineering. However, delivering a feasible design
is not the only interest. Instead, an engineer may want to
find the best design, and the process of finding this best
design is called optimization [1]. Nowadays, some analytic
methods are widely used to help engineering design. How-
ever, these methods are usually restricted to problems having
exact solutions. For example, numerical solutions for the two-
position double-rocker design [2]; if there’s no exact solution,
some proposed guidelines may be considered, but the result
is often far from the optimum—for example, the Ziegler-
Nichols method for PID controller tuning [3]. Therefore, more
advanced and versatile methods should be employed. In this
project, the approach is called the metaheuristic algorithm.

A. Metaheuristic algorithms

In optimization problems, the goal is to find the best solution
among all feasible solutions [4]. However, the optimization
problem one might face is often non-linear and with many
local optima, where gradient-based methods would often fail
to find the best solution. To solve this problem, scientists
have turned to seek better solutions from animals or natural
phenomena, which is so-called metaheuristic algorithms.

In literature, dozens of metaheuristic algorithms have been
proposed. Some of the popular algorithms are Genetic Algo-
rithm (GA)[5], Particle Swarm Optimization (PSO)[6], Simu-
lated Annealing (SA)[7], Differential Evolution (DE)[8], and
Imperialist Competitive Algorithm (ICA)[9].

However, comprehensive surveys on the performance of
metaheuristic algorithms in real-life optimization problems,
especially in mechanical design optimization problems, are
still lacking. Even though, as suggested by the no free lunch
theorem [10], the performance of any algorithm is equivalent
when it is averaged out across all optimization problems. But
when we focus on only a particular optimization problem, an
algorithm may significantly outperform others. That is why
selecting a promising algorithm is vital for a specific problem.

Unfortunately, the suggestion of algorithm selection is
hardly found in the literature for mechanical design optimiza-
tion problems. Most of the papers either merely compare
the performance of a few types of algorithms on a single
mechanical design optimization problem or apply only one
particular algorithm to solving several problems. No thorough
comparison had proposed.

Therefore, we investigated 19 different metaheuristic al-
gorithms and compared their performances in three classic
mechanical engineering design problems. We hope this
research results will help engineers select robust and efficient
algorithms for their design optimization problems.

II. RELATED WORKS

Wu & Chow [11] reviewed four mechanical design opti-
mization problems [12] to test the performance of GA. Using
binary encoding, no specially designed crossover or mutation
was needed to deal with a mixed (discrete and continuous)
optimization problem.

Coello [13] provided a comprehensive review of
constrained-handling techniques for evolutionary algorithms
(EAs). In his work, solving techniques were categorized
by five approaches: 1) penalty functions, 2) dedicated
representations and operators, 3) repair algorithms, 4)
separation of objectives and constraints, and 5) hybrid



methods. By evaluating two mechanical design optimization
problems, the results suggested no significant difference
between these techniques. A more complicated constraint-
handling technique would only improve the result slightly.
Despite delivering comparisons of a wide variety of
constraint-handling techniques, his conclusion suggested
that when facing an unknown problem, the penalty-based
approaches are always the first choice due to their simplicity
and efficiency. Once the problem is identified, other
techniques should be explored and applied to cope with the
characteristics of the problem. For example, for combinatorial
optimization problems, the approach of repair algorithms
should be promising, or when dealing with linear constraints,
the special representation approach should be convenient.

Acharyya & Mandal [14] gave a comparative report on ap-
plying three evolutionary algorithms (EAs), Genetic Algorithm
(GA), Particle Swarm Optimization (PSO), and Differential
Evolution (DE), to four-bar linkage path generating problems.
By setting some prescribed points and corresponding angles of
the input member, the desired path is generated, and the point
of interest on the linkage can traverse the path approximately.
Once the motion equations are formulated, the position of the
point can be calculated from the given angle of the input.
Therefore, the deviation from the generated path of the point
can be calculated. The result suggested that DE outperformed
the other two EAs with quite a margin in the solution quality
and convergence speed.

III. METHODOLOGY

In this work, a python library was implemented1 to perform
the comparison of the 19 metaheuristic algorithms (brief
introduction to each algorithm is listed in the subsequent
section) on solving three mechanical design optimization
problems–Pressure Vessel Design, Spring Design, and Gear
Train Design. In solving a problem, an initial population was
established and used in all algorithms, and each algorithm was
independently executed for 30 runs to obtain the best objective
value, the objective average, and the standard deviation among
the 30 runs.

TABLE I
FULL LIST OF THE 19 METAHEURSITIC ALGORITHMS

Ant Lion Optimizer (ALO) Harmony Search (HS)
Bat Algorithm (BA) Memetic Algorithm (MA)
Cuckoo Search (CS) Particle Swarm Optimization (PSO)
Differential Evolution (DE) Simulated Annealing (SA)
Firefly Algorithm (FA) Sine Cosine Algorithm (SCA)
Genetic Algorithm (GA) Grey Wolf Optimizer (GWO)
Artificial Bee Colony Algorithm (ABC)
Flower Pollination Algorithm (FPA)
Gravitational Search Algorithm (GSA)
Imperialist Competitive Algorithm (ICA)
Shuffled Frog-Leaping Algorithm (SFLA)
Teaching-Learning-based Optimization (TLBO)
Whale Optimization Algorithm (WOA)

1https://github.com/markmarkchen/Metaheuristic-Algorithms

A. Brief Introduction to the 19 Metaheuristic Algorithms

The algorithms presented below are organized by their
similarities.

1) Differential evolution (DE): First introduced by Storn
& Price [8], Differential evolution (DE) has enjoyed great
success in the optimization field due to its simplicity and
robustness. Even though several variants of DE have later been
proposed, the underlying design paradigm remains the same:
improve each individual by comparing with a mutant solution
and accept the fitter one. In each variant of DE, the method
of producing a mutant is slightly different, but all follow the
following steps.

(i) Select an individual as the base vector.
(ii) Select a pair(s) of individuals and calculate their differ-

ences.
(iii) Conduct a weighted sum over the result from the step

(ii) and add it to the base vector to produce a temporary
mutant. (The weights are parameters and are sometimes
called the amplification factors.)

(iv) Apply a crossover between the temporary mutant and the
to-be-improved individual to produce the mutant.

2) Ant Lion Optimizer (ALO): In ALO [15], the whole
population is formed by antlions, and the goal is to improve
each antlion. To achieve that, in each iteration, ants (being the
preys) are sent out to perform random walks in the vicinity
of the assigned antlion. Once an ant finds a better solution,
the antlion would move to that place (improvement) to mimic
the hunting behavior. In addition, ALO also implements the
transition from exploration to exploitation by shrinking the
search radius of random walks during the process.

3) Artificial Bee Colony (ABC): The idea behind Artificial
Bee Colony [16] is to form a simplified model to simulate the
swarm intelligence of honey bees in maintaining the ecosystem
of a honeycomb. In the model, the to-be-improved individuals
(solutions) are referred to as food sources, and an employed
bee is assigned to each food source. During the optimization
process, the employed bee would first try to search for another
food source to find a better food location. Afterward, bees of
another type, called onlookers, are sent out to exploit each
food source further (a local search). If the food source does
not improve after a prescribed limit of iterations, the food
source is abandoned, and a new one is established randomly
in the search space.

4) Cuckoo Search(CS): The essential concept of Cuckoo
Search [17] is to simulate the unique hatching strategy of
cuckoo birds. Unlike other birds, some cuckoo species lay
their eggs in other birds’ nests called brood parasites. CS
performs a different updating strategy on each to-be-improved
individual—the host nest to simulate this behavior. In each
iteration, a cuckoo would randomly move to a location around
the assigned host nest by a particular method called Levy
flight. After evaluating the location, another host nest is
randomly picked; if the location is better, the newly picked
nest will move on to that location. At the end of each iteration,
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a specified portion of nests would be abandoned, and new ones
would be randomly located in the search space.

5) Shuffled Frog-Leaping Algorithm (SFLA): In Shuffled
Frog-Leaping Algorithm [18], the population is first divided
into sub-populations called memeplexes. In an iteration, the
goal is to improve the worst individual in each memeplex by
moving it toward the best individual of the memeplex. If not
improved, it would then try to move toward the best individual
of the entire population. If still not improved, generate a
random solution to replace it. After several such iterations,
all memeplexes would reunite, and new memeplexes would
be formed.

6) Imperialist Competitive Algorithm (ICA): As the name
suggests, Imperialist Competitive Algorithm [9] is inspired by
the conquer or be conquered operations in the 19th and the
20th century, when western countries were trying to expand
their power and spread their culture. Following this concept,
ICA refers to each solution agent as a country. The best
countries are assigned as the empires (or mother countries to
prevent confusion), while others are colonies. In the initial-
ization stage, colonies are partitioned by mother countries to
form empires. During the optimization process, each colony in
an empire would move toward the mother country, and once
a better solution is found, the mother country would move
on to that place. After updating the locations of colonies,
competition between each empire would start, and the weakest
empire, calculated by the total fitness of the empire, should
give up one of its colonies to the most substantial empire.

7) Particle Swarm Optimization (PSO): Particle swarm
optimization [6] is a population-based algorithm using swarm
intelligence. Each individual is analogous to a particle in PSO.
In each iteration, each particle would move toward the best
individual so far and its own previously best location. The
strengths of the two factors are controlled by two parameters
called learning parameters or acceleration constants.

8) Flower Pollination Algorithm (FPA): Similar to Particle
Swarm Optimization, each individual in Flower Pollination
Algorithm [19] either moves toward the best individual so far
by Levy flight or conducts a local search around itself. The
selection between the two methods is determined by chance.

9) Bat Algorithm (BA): With an almost identical approach
as Flower Pollination Algorithm, the only differences between
Bat Algorithm [20] and Flower Pollination Algorithm are that
the chance level between the two methods is adaptive during
the process and the Levy flight is replaced.

10) Teaching-Learning-based Optimization (TLBO): In
each iteration, there are two stages: the teaching stage and
the learning (competition) stage [21]. In the learning stage,
the difference between the mean of all individuals and the
teacher (the best individual) is calculated, and all individuals
are expected to move closer to the teacher. After updating the
location, all individuals would start competing with others by
randomly selecting another individual and deciding whether
to move toward or away from it by comparing their fitness.

11) Grey Wolf Optimizer (GWO): In Grey Wolf Optimizer
[22], the population is modeled as a wolf herd. In the herd, the

three leading wolves are called alpha, beta, and delta, respec-
tively. During the optimization process, these three leading
wolves are the top three individuals and would significantly
affect the searching direction of the entire herd. Therefore,
in the algorithm, all other wolves will simultaneously move
toward alpha, beta, and delta to locate in the promising search
region.

12) Sine Cosine Algorithm (SCA): Unlike Grey Wolf
Optimizer, Sine Cosine Algorithm [23] only leverages the
best individual as the moving direction. By coupling the sine
and the cosine terms in the location updating function, the
algorithm is thus called by the name.

13) Whale Optimization Algorithm (WOA): In contrast to
GWO and SCA, Whale Optimization Algorithm [24] adopts
more conditions when updating the location. First, each in-
dividual would either round in the best individual or move
toward others, which is determined stochastically. If the latter
move is selected, it has to determine whether apply the
exploration operation or the exploitation operation with the
magnitude of a parameter indicating the progress.

14) Genetic Algorithm (GA): Developed by Holland in
1975 [5], the Genetic Algorithm (GA) has been one of the
most popular metaheuristic algorithms. Inspired by the concept
of natural selection proposed by C. Darwin, GA intends to
find the optimal solution to the problem through a series of
processes that mimic the evolution of creatures under excessive
fertility and limited resources. In GA, the goal is to find
the genotype (solution) with the best phenotype (objective
value) in terms of its fitness (optimality) through gene manip-
ulations and competition among all chromosomes (explained
later). The solution agent of GA is called the chromosome,
derived from biological terminology that organelle consists of
genes. The gene encodings may vary for different optimization
problems, yet the gene value manipulations are categorized
into crossover, mutation, and selection. In each generation,
initially, there are parent chromosomes with the size of Np.
With two user-specified parameters: the crossover rate (Cr) and
the mutation rate (Mr), one can control the extent of crossover
and mutation. The typical setting of CR is [0.5, 0.95], and MR
is [0.01, 0.3] (refer to [25] for a comprehensive discussion
about setting crossover and mutation rates). After crossover
and mutation operations, a new population of chromosomes
has resulted. The selection operation is adopted to choose the
elite chromosomes as new parents for the next generation, and
the remaining chromosomes are discarded.

15) Memetic Algorithm (MA): Basically, Memetic Algo-
rithm [26] is the same as Genetic algorithm. The only dif-
ference is that before selection, each chromosome (or meme)
would be given the opportunity to further improve itself by
performing a local search.

16) Simulated Annealing: Simulated annealing was intro-
duced by Kirkpatrick et al. in 1983[7], based on the early
work by Metropolis et al. [27]. SA mimics the process of
cooling materials. During the procedure, due to the high
initial temperature, each particle would fluctuate dramatically
at first. After the temperature drops, each particle gradually



moves to a relatively low energy position and forms the
crystalline lattices. Following this concept, one can model
the cooling process based on Maxwell–Boltzmann statistics,
which describes the distribution of material particles with
different energy states under thermal equilibrium [28].

17) Harmony Search (HS): Harmony Search [29] is in-
spired by the process of music composing and improvising.
The basic concept of Harmony Search is to construct each note
(design variable) by three methods: using other existing notes,
adjusting the note pitch (local random walk), or choosing
randomly within the variable bound.

18) Gravitational Search Algorithm (GSA): The Gravita-
tional Search Algorithm [30] is established on the concept
of celestial mechanics. Based on the assumption that fitter
solution agents (or objects) should be endowed with more
mass, one can compute the gravitational forces of each object
exerted on other objects and update the position following
the rule of gravity and object movement with some random
deviations. At the end of the optimization process, one should
expect to find the optimal solution at the position where all
objects are located after convergence.

19) Firefly Algorithm (FA): With a similar updating mech-
anism as GSA, Firefly Algorithm [31], instead, is inspired by
the mating mechanism of fireflies. In FA, the analogy of mass
in GSA is the brightness of the flashing light of each firefly
(solution agent) which is proportional to its fitness. After
finding the distance between each firefly, one can obtain the
light intensity, exponentially decaying with respect to distance,
from other fireflies and update its position.

IV. NUMERICAL TESTS

A. Pressure Vessel Design

The pressure vessel design problem was first proposed in
[12]. The goal is to minimize the welding cost, the material
cost, and the forming cost, which can be modeled as the
following.

Fig. 1. Pressure Vessel Design Problem [20]

x =
[
Ts Th R L

]T
=

[
x1 x2 x3 x4

]T
(1)

f(x) =0.6224x1x3x4 + 1.7781x2x
2
3 + 3.1611x2

1x4

+ 19.8621x2
1x3 (2)

And the constraints can be modeled as below.

g1(x) = 0.0193x3 − x1 ≤ 0 (3)
g2(x) = 0.00954x3 − x2 ≤ 0 (4)

g3(x) = 1296000− πx2
3x4 −

4

3
πx3

3 ≤ 0 (5)

g4(x) = x4 − 240 ≤ 0 (6)
x1 ∈ [1.125, 99× 0.0625] (7)
x2 ∈ [0.625, 99× 0.0625] (8)
x3 ∈ [50, 70] (9)
x4 ∈ [30, 50] (10)

Where Ts and Th should be multiples of 0.0625, the nom-
inal thickness of rolled plate. The violation amounts were
multiplied by a penalty factor of 1e6 and combined into the
objective function.

Fig. 2. Convergence curve of PSO, SA, and GWO in pressure vessel design
problem

Table II and Fig. 2 shows that GWO and SA have the most
robust performance in terms of the best-case scenario and the
mean performance. While PSO has the potential ability to
acquire promising results, but yet it is easier to be trapped
in local minimum.

B. Tension/compression Spring Design

Fig. 3. Tension/compression Spring Design Problem[20]

The goal of the design problem is to minimize the total
weight (volume) by changing the configurations of the spring.



TABLE II
RESULT OF PRESSURE VESSEL DESIGN

Solver Best Mean STD
GSA 43086.94 317658.8 104803.8
SFLA 63847.4 177825.4 50083.42
PSO 7310.856 42388.23 43484.35
BA 7263.999 8613.832 1073.165
GA 7304.813 7638.339 617.9234
CS 7202.354 7475.772 202.854

WOA 7235.009 7386.61 126.6179
MA 7198.005 7365.327 160.1555
FA 7310.856 7310.858 0.002448

FPA 7198.005 7246.907 56.8776
TLBO 7198.005 7228.099 50.75764
ICA 7198.005 7220.576 45.91202
SCA 7199.279 7216.108 10.36912
ALO 7198.005 7215.008 23.0375
HS 7199.062 7210.739 10.48913

ABC 7198.005 7210.049 34.24981
DE 7198.005 7203.884 18.24369
SA 7198.179 7199.674 0.82635

GWO 7198.282 7199.526 0.765927

The design variables are: x1 (wire diameter), x2 (mean coil
diameter), and x3 (number of active coils). And the objective
function and constraints can be modeled as follows.

f(x) = (x3 + 2)x2x
2
1 (11)

g1(x) = 1− x3
2x3

71875x4
1

≤ 0 (12)

(Deflection constraint)

g2(x) =
4x2

2 − x1x2

4000π(x3
1x2 − x4

1)
+

0.615

1000πx2
x

− 1 ≤ 0 (13)

(Maximum shear stress)

g3(x) = 1−

√
1.15×1011

14.76684

200πx1x2
2x3

≤ 0 (14)

(Frequency of surge wave)

g4(x) =
x1 + x2

1.5
− 1 ≤ 0 (15)

(Diameter constraint)
x1 ∈ [0.05, 0.2] (16)
x2 ∈ [0.25, 1.3] (17)
x3 ∈ [2, 15] (18)

In Table III, the overall performances of all algorithms are
not significantly different. After examining the convergence
curves, it is obvious that DE and FPA show a significant
convergent ability compared to GA and GSA.

C. Gear Train Design

The problem was originally model by [12], and the goal is
to find the best teeth number of each gear that would produce
a gear ratio as close as possible to 1

6.931 .

Fig. 4. Convergence curve of the best and the worst algorithms in Ten-
sion/compression Spring Design Problem

TABLE III
RESULT OF TENSION/COMPRESSION SPRING DESIGN

Solver Best Mean STD
GA 0.015396 0.019423 0.001896

GSA 0.012792 0.015854 0.006326
MA 0.012817 0.015373 0.00194

SFLA 0.013041 0.015106 0.002156
ICA 0.012683 0.013978 0.001877
HS 0.012739 0.013512 0.000654

PSO 0.012678 0.013321 0.001239
WOA 0.012907 0.013211 0.000507

BA 0.01268 0.013162 0.000899
SCA 0.012777 0.012967 0.000127
SA 0.01274 0.012951 0.000126

ABC 0.012684 0.012898 0.000161
ALO 0.012678 0.012866 0.000178
CS 0.012678 0.012844 0.000202
FA 0.012763 0.012806 2.76E-05

GWO 0.012683 0.012721 1.93E-05
TLBO 0.012678 0.012686 7.80E-06
FPA 0.012678 0.012678 1.62E-06
DE 0.012678 0.012678 1.17E-06

Fig. 5. Gear Train Design Problem[32]



The objective function is modeled as below.

x =
[
Td Tb Ta Tf

]T
(19)

f(x) = (
1

6.931
− x1x2

x3x4
)2 (20)

xi ∈ [12, 60] and xi ∈ N, i = 1, 2, 3, 4 (21)

Fig. 6. Convergence curve of ABC, FA, FPA, and GSA in gear train design
problem

The results show little information about each algorithm,
but in Fig. 6, it is obvious that FA and GSA had prematurely
converged while ABC and FPA still kept the improvement
tendency toward the end of solution evolution.

TABLE IV
RESULT OF GEAR TRAIN DESIGN

Solver Best Mean STD
FA 1.83E-08 9.18E-05 0.000173

GSA 1.62E-08 7.06E-06 1.97E-05
GA 2.36E-09 4.90E-06 8.58E-06
MA 2.31E-11 3.35E-06 9.13E-06
BA 1.83E-08 9.02E-07 9.83E-07

PSO 8.70E-09 9.86E-08 1.84E-07
SFLA 2.70E-12 4.25E-08 1.32E-07
ALO 2.70E-12 7.82E-09 7.61E-09
SA 8.89E-10 6.71E-09 4.68E-09

ICA 2.31E-11 5.60E-09 1.52E-08
CS 2.31E-11 3.24E-09 4.98E-09
DE 2.70E-12 2.14E-09 2.92E-09

WOA 2.70E-12 2.01E-09 5.80E-09
TLBO 2.70E-12 1.30E-09 3.23E-09
SCA 2.70E-12 1.01E-09 6.54E-10
HS 2.70E-12 3.28E-10 5.27E-10

GWO 2.70E-12 3.19E-10 4.52E-10
FPA 2.70E-12 1.43E-10 3.19E-10
ABC 2.70E-12 2.70E-12 1.23E-27

V. CONCLUSION AND DISCUSSION

In the numerical tests, different algorithms have shown
quite diverged behaviors in their optimizing processes. But by
comparing with each other on the same benchmark problem,

the convergence curves can be easily observed to come to
the conclusion of which algorithm is better in solving that
problem. Generally, the one that converges faster in the early
stage tends to acquire a better solution at the end. This
tendency is repeatedly discovered in nearly every benchmark.
Therefore, it is suggested that choosing the one with more
convergence ability is always a good start in solving various
design optimization problems.
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