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Abstract

Statistical AI or Machine learning can be applied to user data
in order to understand user preferences in an effort to improve
various services. This involves making assumptions about ei-
ther stated or revealed preferences. Human preferences are
susceptible to manipulation and change over time. When it-
erative AI/ML is applied, it becomes difficult to ascertain
whether the system has learned something about its users,
whether its users have changed/learned something or whether
it has taught its users to behave in a certain way in order to
maximise its objective function. This article discusses the re-
lationship between behaviour and preferences in AI/ML, ex-
isting mechanisms that manipulate human preferences and
behaviour and relates them to the topic of value alignment.

Introduction
Increased data collection possibilities in the modern age
mean that Statistical Artificial Intelligence (AI) or Machine
Learning (ML) are often used to learn the preferences of
users in order to better (sometimes for the user, sometimes
to the system owner) deliver some service to them. Pref-
erences can be learned directly by asking subjects directly
(Stated Preferences) or they can be inferred in a process
known as Revealed Preference Theory (RPT) (Varian 2006).
Both approaches come with an extensive set of limitations
which have been demonstrated over time by experimental
economists and psychologists. One set of limitations broadly
falls into the category of ’irrational’ behaviour or beliefs.
For example Gui, Shanahan, and Tsay-Vogel (2021) dis-
cuss the phenomenon of users acting inconsistently as they
balance conflicting short and long term preferences. Pref-
erences might not be static between contexts; the social
norms of people ’in-group’ (Cialdini and Trost 1998), might
run contrary to their person’s private preference, revealed
through their digital behaviour. The presence of multiple
preferences active in different circumstances poses the ques-
tion which preference ’revealed’ from behaviour ought to be
selected by decision makers as the ’true’ preference or ’nor-
mative’ preferences (Beshears et al. 2008). Decision makers
might also make mistakes (Nishimura 2018), be susceptible
to various environmental effects like framing (Tversky and
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Kahneman 1985), and they may exhibit satisficing where
users do not even view the best option because of search
costs (Caplin, Dean, and Martin 2011).

We will concentrate on a problem with preference elicitation
and representation which we argue when combined with the
iterative nature of AI/ML risks can cause profound prob-
lems. The issue stems from user preferences being quite
fluid and changeable in practice (Bleidorn, Hopwood, and
Lucas 2018; Mathur, Moschis, and Lee 2003) and worse,
they can be influenced in any number of ways. The existence
of a large and successful behavioural change industry, with
practitioners in government and advertising, is evidence of
this. This is relevant to preferences because, amongst oth-
ers, Ariely and Norton (2008) have shown that behaviour is
not only caused by preference but also the inverse is true:
Behaviour causes preferences to form.

This article will explore the implications of non-static pref-
erences and plastic behaviour/preferences when AI/ML sys-
tems are tasked with learning user preferences over time. It
will point to a small but growing body of research that shows
that the plasticity of human preferences under algorithmic
influence is a profound problem without obvious solutions.

Behaviour change accepted; preference
change unacknowledged

There is a large body of research showing that the behaviour
of users can be reliably changed with a variety of techniques.
The commercial side of this behaviour change complex
comprises the advertising industry (Sutherland 2019) and
the academic side falls under the umbrella of behavioural
science (Ruggeri 2018), typically distributed across but not
limited to Business schools, Psychology and Economics de-
partments. The practice was brought to popular attention
by Thaler and Sunstein (2008), with the virtuous behaviour
change practice called ’nudging’. Specifically this is the de-
velopment of choice architectures, the background for peo-
ple’s behaviours, aimed at influencing people’s behaviour,
without limiting or forcing options, or significantly changing
their economic incentives. A major consumer of nudging ex-
pertise has been governments; to date nudging has been used
as a policy tool in over 80 countries and by supranational in-
stitutions (OECD 2017).



All environments influence behaviour to some extent, even
when people are not aware of it (Sunstein 2016). To give
a concrete example, content recommender engines, even if
not labelled as such, nudge their users because they delib-
erately alter the choices that a user can make when deliver-
ing personalised search results on the first page of results in
web browsers, or projected onto maps in cars and phones, or
when suggesting further things to watch on the TV.

The observation that behaviour can be changed by sys-
tem designers (Schneider, Weinmann, and vom Brocke
2018; Kozyreva, Lewandowsky, and Hertwig 2020) through
changes in choice architectures or other techniques immedi-
ately calls into question the practicality of user preference
elicitation and in particular RPT. This is because there is a
considerable body of evidence showing that behaviour his-
tory forms preferences (Ariely and Norton 2008; Albarracı́n
and Jr 2000; Albarracı́n and McNatt 2005; Hill, Kusev, and
van Schaik 2019; Wyer, Xu, and Shen 2012). A response
might be to say that behaviour which has been altered does
not reflect the ’real’ or ’normative’ preferences of a user and
better efforts should be made to learn un-manipulated pref-
erences. Firstly this is not trivial for any preference learner
because it means they then have to distinguish between rep-
resentative and non-representative behaviours in their data.
Secondly it is naı̈ve because it does not allow users to au-
tonomously change their preferences (by developing a taste
for Nollywood cinema or Mongolian throat singing say).

The behaviour change complex overcomes the difficulty
in eliciting preferences by not really modelling them; be-
haviour is the key metric of success (Atkins et al. 2017).
Whether someone who has had their behaviour changed
prefers their new behaviour to their old one is not usually
a focus. Proponents of the use of behaviour change defend
the practice ethically by arguing that they only influence be-
haviour, but do not limit or force options. This is described
as Libertarian Paternalism, a form of soft means paternal-
ism, with the central idea that institutions can positively
affect people’s behaviour, while still respecting their free-
dom of choice (Thaler and Sunstein 2003). It is described
as ‘soft’ because it avoids material incentives and coer-
cion, thus maintaining freedom of choice; and as ‘means-
orientated’ because it does not attempt to change people’s
goals (or ends), but rather gives people a sense of best prac-
tice, given their own ends. Proponents of libertarian pater-
nalism favour the intentional design of choice architecture as
a policy tool (Sunstein 2014). They argue that since choice
architecture is omnipresent, unavoidable and influences peo-
ple’s behaviour, even when they are not aware of it, so it
might as well be harnessed to do good. Nevertheless the
Libertarian Paternalist argument seldom considers the obser-
vation that behaviour change has a causal relationship with
preference change.

Private sector companies are wary about stating an intent to
change user behaviour because of the likely public oppro-
brium which may occur. This attested by the recent popular-
ity of popular media examining the manipulative behaviour
of big-tech attest (Orlowski, Coombe, and Curtis 2020). As

a result of the public’s sensitivity surrounding behaviour
change, the objective of behaviour change is couched in
terms of preference learning - the desire to learn about cus-
tomers to better engage with them and improve their user ex-
perience. On the occasions that companies have been shown
to use AI to maximise profitable behaviour over maximising
an objective function based on user preferences, the public
reception has not been warm (Lewis and McCormick 2018).
Training a video recommender to maximise play-through
because more complete videos watched equals to more ad-
verts consumed fulfils a logical business objective but in the
language of behavioural change, has spillovers (Dolan and
Galizzi 2015). As Alfano et al. (2020) show, such a sys-
tem can involve recommending extremist content to main-
tain users’ attention. Ignoring preference change in this case
ignores the social externality that AI/ML powered behaviour
change causes. The impact of recommender systems on user
preferences was studied by Adomavicius et al. (2013). It
stretches credulity to say that recommender system design-
ers do not know about their nudging power. The survey of
nudging mechanisms in recommender systems by Jesse and
Jannach (2020) shows just that.

Preference 
change

Preferences

Behaviour

Stated 
Preferences

Figure 1: A Causal diagram showing the relationship be-
tween Preferences, Preference Change, Stated Preferences
and Behaviour. Only Variables in grey can be observed. Pref-
erences influence behaviour, but behaviour can cause prefer-
ence change.

Public discomfort concerning the practice of private compa-
nies manipulating user behaviour is beginning to be reflected
in regulation. Article 5 of the EU draft AI Act 2021 prohibits
the use of an AI system that deploys subliminal techniques
beyond a person’s consciousness in order to materially dis-
tort a person’s behaviour in a manner that causes or is likely
to cause that person or another person physical or psycho-
logical harm. At present, uncertainties exist about almost
every aspect of this provision and how it will be enforced.

Given that behaviour change is possible, behaviour can in-
fluence preferences and preferences change anyway in re-
sponse to exogenous events, it seems strange that models of
preference change are few and far between. Jacobs (2016)
provides one of the few dedicated literature reviews on the
subject that we could find. Perhaps this is because empiri-
cal evidence concerning the effect of deployed AI systems
is hard to find. This is puzzling given the generally acknowl-



edged explosion in data collection possibilities that mod-
ern technology has enabled. Kramer, Guillory, and Hancock
(2014) demonstrated that users’ moods could be manipu-
lated by changing what appeared on their Facebook news
feed. The ensuing public and academic reception to the de-
liberate altering of people’s moods without telling them was
understandably not positive (Verma 2014). Consequently di-
rect sources of proprietary data concerning the effect of Al-
gorithm design on user preferences have not been forth-
coming for public research. Other obstacles exist; the US
Supreme Court recently ruled in Van Buren v. United States
(2021) that certain academic research on web platforms
would be protected from prosecution under Computer Fraud
and Abuse Act 1986 (CFAA) (Villasenor 2021). Researchers
can now devise programs to monitor user-facing algorithms
without fear of custodial jail sentences but are still not party
to the large scale behavioural data which would shed light
on behavioural and by extension preference change.

One could argue that since the incentives of governments
and large companies are not aligned with those of their users,
behaviour and preference change externalities are inevitable.
We will later argue that even a developer of an AI system
whose only objective is to learn the preferences of their users
is just as prone to manipulating their users’ preferences as
someone who is targeting behaviour or preference change
for profit. Firstly we will consider in more detail the mecha-
nisms that alter human preferences.

The mechanisms that manipulate preference
In this section we will briefly identify the most likely mech-
anisms which alter user preferences predominantly in the
simple case of content-recommenders. We posit that prefer-
ence manipulation comes from two separate sources which
combine efficiently: 1) the mechanics of the recommender
algorithm itself and 2) the generator of the content. There is
a symbiosis between content generators who generate pop-
ular content and recommender systems that can alter pref-
erences to fit that content. For the most part recommender
system owners do not yet create content though there are
some exceptions. Netflix amongst other video content plat-
forms will use its analytics to make more addictive shows.
Some internet retailers may choose to design and retail their
own branded goods using their privileged data and product
placement powers. In the near future, the advent of improved
generative text and video technology can drastically lower
the cost of developing and prototyping content and facilitate
the exploration of novel manipulation techniques for media
content platforms in an end to end automated manner.

One feature of recommender systems independent of pref-
erence plasticity is the phenomenon of popularity bias,
whereby certain popular items are recommended more often
than less popular items. This allows popular items to grow
ever more popular (Abdollahpouri, Burke, and Mobasher
2017; Mansoury et al. 2020) and the process reinforces
itself. This is a symptom of a wider problem with rec-
ommender systems - confounded data. The behaviour data
used to train and test algorithms has already been influ-

enced by the algorithm; this creates an amplifying feedback
loop which increases homogeneity of recommended content
(Chaney, Stewart, and Engelhardt 2018). In summary, naive
recommenders have a natural tendency to push people to-
wards the same small set of content and user’s experiences
are homogenised (Abdollahpouri 2019).

The mere-exposure effect describes the tendency for people
to adapt preferences towards things they are familiar with
(Fang, Singh, and Ahluwalia 2007). Related and similar ef-
fects are the availability bias (Tversky and Kahneman 1973),
anchoring (Furnham and Boo 2011)) and the recognition
heuristic (Goldstein and Gigerenzer 2002). This suggests
that a content recommender that increases homogenisation
for certain users would change the preferences of those users
to whatever narrow band of content they are being recom-
mended.

The combination of a recommender amplifying a few pop-
ular items and humans changing their preferences to the
things which they are familiar with (ie recommended more
often) is a powerful combination. However it does not ex-
plain the popularity of extreme content and the emergence of
polarisation. Looking at the specific effects of content types,
it seems certain types of content are more likely to lead
to preference change than others. For example, it has been
shown that conspiracy theory content is particularly potent
(van der Linden 2015);van Prooijen and van Vugt (2018) hy-
pothesise this predilection is for evolutionary reasons. Simi-
larly content purporting to be from an impartial news source
is effective at altering people’s preferences; Alfano, Carter,
and Cheong (2018) call this top-down technological seduc-
tion. Content which engenders strong emotion is likely to
have manipulative effects on user preferences (Kusev et al.
2017). It is alleged that Facebook’s newsfeed algorithm pri-
oritised content that had received angry face emojis to max-
imise user engagement (Merill and Oremus 2021). So seri-
ous is the problem, Roozenbeek and van der Linden (2021)
consider the effects of such content types as a matter of in-
ternational security.

This is a simple account of preference change dynamics and
ignores other mechanisms which tap into the many psycho-
logical biases and heuristics that humans have been shown to
reliably exhibit. Alfano, Carter, and Cheong (2018) for ex-
ample point to auto completion systems as ways of grouping
users together and pushing them in certain directions. Other
research have looked to the study of social effects where
groups of people with similar views can coalesce leading
to similar effects of polarization driven by confirmation bias
(Del Vicario et al. 2017).

The discussion has so far been focused on recommender
type dynamics where users are served content and their pref-
erences are inferred through their observed behaviour. Pref-
erence elicitation is also vulnerable to behaviour manipu-
lation techniques and has been more widely studied. Per-
haps most famously people’s numerical estimates can be
adjusted based on prior exposure to higher or lower num-
bers using the anchoring effect (Furnham and Boo 2011).
A simple example of this in practice is the suggested dona-



tion figures routinely used on donation forms. Perhaps most
damning was the finding by (Hall, Johansson, and Strand-
berg 2012) that even after having given their preferences,
when they were secretly changed by the experimenters, par-
ticipants would often alter their views to match their (falsely
recorded) ones. In short People can be told what their pref-
erences are and they will change them.

None of the preference change mechanisms in this section
are particularly complicated. In the cases of recommenders
it amounts to repeating content types which claim to be true
to users to the exclusion of other content types. We do not
think that this scheme was intentional from the outset, it has
just occurred. This begs the question, could an AI reproduce
preference manipulation from scratch? We think a genera-
tive text algorithms would recover many human preference
or behaviour manipulation techniques (framing for instance)
with high regularity. Even a simple AI could just make up
what it thought its users’ preferences were and provided they
believed it had listened to them in the first place, adjust what-
ever they did really think to the AI’s choice. The question is
why would an AI system be incentivised to intend to change
human preferences?

Value Alignment and Preferences
An area where computer scientists are very interested in
learning preferences is the subject of value alignment. The
value alignment problem concerns the difficulty of writing
objective functions for AI systems which prevent undesir-
able behaviour or allows AI to solve tasks that are otherwise
hard to describe. In practice, as Lehman, Clune, and Misevic
(2020) show, AI systems have a reliable habit of cheating to
find solutions to given objectives.

We don’t believe the observed problems surrounding recom-
mender systems in the previous section are examples of the
alignment problem. Though often unintended, the changes
brought in user preferences are favourable for system own-
ers, principally by making users more predictable. The al-
gorithms are doing what they were designed to do - make
money efficiently for their owners by increasing the time
their users spend online. In common with many persistent
externalities, the measurement and valuation of the harm
caused is difficult. Russell, Dewey, and Tegmark (2015)
calls this a validity problem; ”validity is concerned with un-
desirable behaviours that can arise despite a system’s for-
mal correctness”.

One approach to the problem of value alignment is Inverse
Reinforcement Learning (IRL); the construction of a hu-
man’s utility function or values by the observation of their
behaviour (Ng and Russell 2000). IRL is hard, it is an ill-
posed problem in that any number of solutions (utility func-
tions) can explain a given observed behaviour set in a sin-
gle setting (Ng and Russell 2000) though it can be shown
with a wide enough variety of settings, utility functions can
be faithfully recovered (Amin and Singh 2016). Even so,
certain assumptions need to be made about rationality, else
as Armstrong and Mindermann (2019) show, any algorithm
that derives a utility function could be arbitrarily bad at

recovering an agent’s actual utility. Hadfield-Menell et al.
(2016) present Cooperative Inverse Reinforcement Learn-
ing as a better way of achieving alignment. (Russell 2020)
presents three principles for AI developers to create benefi-
cial machines which all rely on preferences:

1. The machine’s only objective is to maximise the re-
alization of human preferences.

2. The machine is initially uncertain about what those
preferences are.

3. The ultimate source of information about human
preferences is human behavior.

The difficulty in applying these principles is the causal rela-
tionship between behaviour and preferences as in Figure 1;
behaviour indicates preferences but behaviour change begets
preference change.

Given the non-stationarity and plasticity of human-
preferences, any AI/ML approach to the learning of pref-
erences seems to have a difficulty at its heart. Preference
measurement takes time and the process might affect them,
in other words, preference elicitation efforts suffer from the
Observer Effect (Salkind 2010). This also includes any other
techniques concerned with the elicitation and representa-
tion of preferences such as CP-nets (Boutilier et al. 2004;
Loreggia et al. 2018) and active learning type efforts (Sadigh
et al. 2017; Christiano et al. 2017). More problematically
the AI/ML system is not often neutral to the preferences it
learns, as Russell states: ”like any rational entity, the Al-
gorithm learns how to modify the state of its environment -
in this case the user’s mind - in order to maximise its own
reward”. The same effect is noted in Soares (2016): ”Ac-
tions which manipulate the operator to make their prefer-
ences easier to fulfil may then be highly rated, as they lead
to highly-rated outcomes (where the system achieves the op-
erator’s now-easy goals)”. Further back in time still Yud-
kowsky (2011) note that AI might rewire a programmers’
brains to fulfil the objective of maximally pleasing them.
Krueger, Maharaj, and Leike (2020) term this Auto-Induced
Distributional Shift. This effect has been modelled by Everitt
et al. (2021) using causal influence diagrams. With this tech-
nique, situations can be identified where there is a ’Instru-
mental Control Incentive’ over user behaviour/preferences,
that is to say settings where an algorithm has an incentive
to alter the behaviour of the users it models in order to
maximise its own objective function. Evans and Kasirzadeh
(2021) show this to occur in the case of a recommender sys-
tem trained through Reinforcement Learning. In a process
that the authors term user-tampering, the recommender po-
larises its users in order to increase their predictability. This
is also shown to be the case by Jiang et al. (2019) with a
multi arm bandit learning model.

We make the observation that in practice AI/ML systems are
often inter-temporal in their nature regardless of whether the
learning algorithm behind them explicitly recognises multi-
ple periods or not. Users will reuse a system over time and
therefore their preferences will change as they adapt to the
system. Commercial systems are typically iterated in prac-



tice, with a constant program of minor design improvements,
A/B testing and retraining. Unless a particular effort is made
to measure a users preferences before they begin interact-
ing with an AI/ML system, it becomes impossible to know
whether the system is doing a really good job or whether the
system has just altered the preferences of its users to do a
really good job.

Which preferences should be learned when the topic of pref-
erences learning arises? The preferences that might exist be-
fore the user came into contact with the preference elici-
tation system or preferences after they have been altered?
The instinctive response is to say the former, and that is sug-
gested as solution by Everitt et al. (2021) to the problem of
altering user preferences/behaviour to suit an objective. An
alternative is the impact regularizer of Amodei et al. (2016)
or a low impact learner (Armstrong and Levinstein 2017)
which would seek to minimise the effect of the system on
preferences. Neither solution is perfect because they might
deny the legitimacy of a user’s changed preferences. To use
the example of a video recommender system, it could be the
case that a user learns something after watching something
and their preferences change as a result. Serving content to
them as if they couldn’t change could be just as bad as serv-
ing them content that targets prolonged engagement since it
might trap users in a certain category of content.

Efforts are beginning to be made to address these prob-
lems. On the subject of non-stationary preferences, Chan
et al. (2019) present a bandit algorithm to aid in the situa-
tion where a user is unsure about their preferences. In chap-
ter 9, Russell (2020) discusses the problems associated with
preference change and the difficulty with assigning moral
valence to it. Perhaps here the more visible discussion sur-
rounding the ethics of behaviour change can help. Resources
are available to assess what constitutes good and bad be-
haviour change (Lades and Delaney 2020). The problem
has been also considered for a long time in Welfare Eco-
nomics and the philosophy of autonomy through the prism
of Adaptive Preference Formation which was originally a
rejection of utilitarianism (Teschl and Comim 2005). Elster
(2016) develops a theory to separate more desirable pref-
erence changes like those caused by learning and experi-
ence from some of the less desirable ones that this arti-
cle has touched on. Colburn (2011) characterises adapted
preferences as those formed through covert influence and
therefore undermine autonomy because users have not con-
sciously chosen them. As Russell puts it, for an AI to learn
preferences safely, it must be given some preferences over
the type of preference changes that are allowed. For this to
occur, the causes of any preference change need to be under-
stood.

Conclusion
This article makes the observation that AI/ML practition-
ers often make an implicit assumption that preferences are
static artefacts which can be learned with no effect on them.
Sometimes preferences are learned from stated preference
data, but more often than not they are learned from data

concerning behaviour - i.e., assuming some variant of Re-
vealed Preference Theory and rational behaviour assump-
tions. The assumption of non-changeable preferences is at
odds with the behavioural change complex whose founding
principle is that user behaviour can be manipulated. Systems
that learn user preferences are at best likely to impact them
during the process and at worst are likely to manipulate them
to suit their own objective function in a process called Auto-
induced Distributional Shift. Without an effort to record user
preferences over time, it is difficult to know whether a partic-
ular system is doing its task well or altering user preferences
to make its task easier.

A more considered approach to preference change in com-
puter science is emerging, born from concerns surrounding
Artificial General Intelligence (AGI) and value alignment.
These are well founded since we have seen how user manip-
ulation has already been effected by very limited algorithms.
Theoretical and empirical research concerning the impact of
recommender systems does recognise preference/behaviour
change as a cause of problems like user polarisation. Com-
panies are not incentivised to share data on such a sensitive
topic, so much of the research on the topic has necessarily
required multi agent simulations. This type of research is
not without its critics due to its non-standardised approach
(Winecoff et al. 2021) and has open challenges (Chaney
2021). We believe the validity of the results produced by
simulations depend on the realism of their user preference
change mechanisms. As a priority, a cross-disciplinary ef-
fort grounded on Empirical research is required to under-
stand these processes as proposed by Franklin et al. (2022).
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