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ABSTRACT- The Diabetic Retinopathy(D.R) 

is an eye disease which occurs due to changes 

in blood vessels of retina because the patient is 

suffering from diabetes. It is the most 

common cause of blindness in the world. To 

avoid blindness caused by diabetes, the 

detection of diabetic retinopathy as quickly 

and early as possible is the only option as 

number of persons becoming blind because of 

this disease are huge and can’t be done much 

if it is detected at a later stage. In this review 

paper we have focused on automatic detection 

of diabetic retinopathy through detecting 

retinal condition and also classify the stage of 

the (D.R). We studied various methods 

available to detect the (D.R). Detecting D.R 

early so that treatment on  diabetic 

retinopathy can be done and blindness caused 

by it can be avoided. Decision making for the 

severity level of disease was performed by 

collaborating KNN and LBP algorithm which 

gives accuracy and reduces time of diagnosis 

of diabetic retinopathy(D.R).This paper 

presents review on various technique used for 

detection and diagnosis of diabetic 

retinopathy. 

Keyword: Retinopathy, LBP, Feature 

extraction, KNN. 

 

 

INTRODUCTION 
 
Diabetic Retinopathy eye disease[1] is a primary 

cause  of  poor vision  and blindness. 

Approximately 10% of all the patients diagnosed 

with the diabetes  have vision problems. 

According to clinical tested results, early 

detection and treatment prevent 95% of the eye 

vision problems that are observed in diabetic eye 

 
patients. For the patients suffering from 

diabetes, regular eye exams will be needed to 

obtain proper therauptics before it is too late to 

get any positive results. In biomedical 

applications, automated retinal image analysis 

has made the detection of retinal pathologies 

much more easier for ophthalmologists, 

whereas conventional methods, such as 

dilating the eye pupil, takes time and makes 

the patients suffer for a while. Diabetic 

Retinopathy (DR) is caused by the damage to 

blood vessels of the retina. It occurs when high 

blood glucose, the characteristic of diabetes, 

has caused massive damage to the small 

vessels that provide oxygen and nutrients to 

the retina[2]. The proteins and lipids getting 

leaked from the bloodstream into the retina 

through damaged blood vessels is among the 

chief causes of this problem. The screening 

process for diabetic retinopathy involves 

excessive dilation of pupil which affects the 

patients’ eye. So, automated methods are 

presented in this paper for detection of retinal 

damage from the non- dilated color fundus 

retinal images using morphological process. 

Degeneration in macula is caused by the 

drooping the central portion of the retina, inner 

most layer of the eye which archives images 

and also direct them via the optic nerve from 

the eye to the brain. Glitches in macula may 

occur at higher age but they were perceived at 

the second part of people life (40–60 years 

old)[3]. Diseases in macula have so many 

variations of shapes and textures and 

sometimes they are very large number of 

variations present that hard to recognize even 

by skill doctors. 
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In such situation this algorithm becomes very useful 

tool not only for doctors but also for researchers. 

That’s why we are trying to build up and 

optimize such a algorithm which is based on 

brainy image classification[4]. The image of the 

retina acquired using a retinal investigation 

camera . An image processing module can be 

used for quality improvements or geometrical 

transformations. A certain features of image is 

then habitually extracted, the obtained values 

being applied to the inputs of the K – Nearest 

Neighbor (KNN) used for image 

Classification/recognition. 

 

 

PROPOSED SYSTEM 

In the first stage we tried to gather the dataset of 

the images. We got the dataset from the kaggle 

website[5]. In the dataset we have the collection 

of images starting from stage 0 to stage 4 .On the 

basis of the feature of the image the stage of 

Diabetic Retinopathy is predicted. Then the 

dataset is used for training and testing purpose 

where most of the database is used for training 

purpose and the rest is used for testing purpose. 

KNN classifier[6] is being used for the training 

purpose .Then when the training part is done and 

the machine has learnt to predict the output on 

giving the specific input. And it predicts it on the 

basis of the knowledge which the model gets 

from the dataset and display the specific result. 

And in the final stage we get the accuracy of our 

model whether our model is good enough to 

predict the accurate result. The whole flowchart 

of the system is described in fig. 1. 

 
 
 

Fig. 1: Flowchart of the System 

 

 
 

METHODS 
 

KNN 
 

In pattern recognition, the k-nearest 

neighbors algorithm (k-NN) is a non- 

parametric method used for classification 



and regression. In  both  cases,  the  input 

consists of the k closest  training  examples  in 

the feature space. The output depends on whether 

k-NN is used for classification or regression. The 

training examples are vectors in a 

multidimensional feature space, each with a class 

label. The training phase of the algorithm 

consists only of storing the feature vectors and 

class labels of the training samples. 

 

LBP 

 
Local binary patterns (LBP)[7] is a type of 

visual descriptor used for classification in 

computer vision. LBP is the particular case of 

the Texture Spectrum model proposed in 1990. 

LBP was first described in 1994. It has since 

been found to be a powerful feature for texture 

classification; it has further been determined that 

when LBP is combined with the Histogram of 

oriented gradients (HOG) descriptor, it improves 

the detection performance considerably on some 

datasets. 

 

MYSQL LOG COMMUNITY 
 

MySQL Community Edition[8] is the freely 

downloadable version of the world's most popular 

open source database. It is available under the 

GPL license and is supported by a huge and 

active community of open source developers. 

SYSTEM WORKING 

We trained the dataset of the images and after 

few hours when the dataset is trained We can 

provide Input or we can upload the image of the 

scanned eye. Then the system will resize the 

input image in 1000* 1000 resolution so that it 

can predict only when the dimension are same. 

After extracting the feature then it will calculate 

the local binary pattern (LBP)value of the 

uploaded image and compare it with the known 

value of LBP. Using KNN it classify the images 

and give the result whether it has normal eye, 

mild DR , Moderate DR, Severe DR, 

Proliferative DR respectively. At last on the 

basis of the stage it even provide the prognosis 

and medication with a proper bar graph. Apart 

from it our advance java website will help the 

patients to diagnose their eyes on their own. It 

has three panels i.e. Patient panel, Employee 

panel and Admin panel. Patient panel as shown 

in fig. 2 provides various functionalities like 

adding of new patient, uploading their report, 

take appointment of doctors and download their 

prescription and report after doctor uploads 

them on their panel. Employee panel as shown 

in fig. 3 first see who has taken their 

appointment, confirm their status, download 

their report and put them for checking into 

machine learning model as shown in fig. 4. 

After this the screenshot of this result plus some 

prescription will be uploaded to patient portal. 

Third panel i.e. Admin panel works to manage 

all the panel doctors that were registered on 

their panel i.e. add and delete them, search form 

them, update their details etc. 



 
 

 

 
RESULT 

Fig. 4: Backend System 

 

 

 

 
Fig.2: Patient Panel(Frontend System) 

 

 

 

 

 

 

 

 
Fig. 3: Doctor Panel(Frontend System) 

In the proposed method features are extracted from the 

images by using LBP function which are local binary 

pattern values and all the these features were given as 

an input to the KNN classifier. 4000 images were 

given as an input classifier to train the features. In 

these 4000 images some of them belongs to 0 category 

while others belong to 1,2,3, or 4 category. The 

complete result is shown in fig. 5 below. The result is 

showing the stage of D.R and corresponding steps and 

precautions. 

 
Stage 0 Stage 1 Stage 2 Stage 3 Stage 4 

Normal DR Mild DR Moderate 

DR 

Severe DR Proliferative 

DR 

 
Table 1: Diabetic Retinopathy Table 

 

 
 

 
Fig. 5: Result 



FUTURE SCOPE 

For any research, there is always room for 

improvement. Ours is not an exception of 

that. We have found some areas where this 

system can be improvised. This can be 

improvised with a lot more categorized such 

as according to ages, genders, background 

studies, working facilities and so on.. CRF 

(Conditional Random Field), maximum 

entropy and other probabilistic graphical 

model can also be used to train our dataset in 

order to improve the algorithm. A hardware 

product can be the best solution for patient 

So, we are looking forward to build a 

hardware system. If we use huge amount of 

dataset, machine will train more and it would 

give us more accurate prediction and 

accuracy. 

 

 
 

CONCLUSION 

 
We have tried to construct an ensemble to 

predict if a patient has diabetic retinopathy 

using features from retinal photos[9]. For 

both sets KNN is providing higher accuracy 

rate for predicting DR. Despite the 

shortcomings in reaching good performance 

results, this work provided a means to make 

use and test machine learning algorithms and 

try to arrive to ensemble models that would 

outperform individual learners.It also allowed 

exploring a little feature selection, Feature 

extraction[10]   and ensemble   selection 

problems[11] and experiences the constraints 

in computation  time when looking    for 

possible  candidate  models   in high 

combinatorial spaces, even for a small 

dataset as  the   one  used.  The 

structure of our project has been built in such 

a way that with proper  dataset and minor 

alternation   it  can work to  classify 

the disease in any number of categories. 

KNN provides an easy and cheap way to 

classify diabetic  retinopathy stages   on 

scale 0-4 without requirements for high 

graphic card and high RAM and CPU.  The 

accuracy   we achieved from the model    is 

74.68%. Some of the features which were 

considered during the design of this system 

were cost- effective and easy to install when 

compared to existing systems. The design is 

flexible, can be modified according to user 

specifications. 
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