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#### Abstract

Since the seminal work of Reif et al. from 1994, it is known that Ray Tracing in three dimensions is as hard as solving the Halting problem. However, the question of whether this result also holds for two dimensions remains open. In this paper, we address this problem and demonstrate that for two dimensions, Ray Tracing is $\mathcal{N} \mathcal{P}$-complete when the number of reflections is linearly bounded, and when linear one-way mirrors and mirrors are allowed. To achieve this, we examine various sub-classes of one-way mirrors. Our hardness result holds when we allow natural one-way mirrors that are half-transparent from both sides or when we permit only merging and splitting one-way mirrors. Merging mirrors possess one side that is totally reflective and another side that is perfectly transparent, while split mirrors have one side that is half-transparent and the other side that is fully transparent. In the absence of half-mirrors, we establish a polynomial time bounded algorithm for polynomial reflections in any $k$-dimensional space, provided the mirrors are represented as $k$-simplexes with rational coordinates. When given merging mirrors and mirrors represented as line segments or parabolic shapes, we show that Ray Tracing becomes $\mathcal{P}$-hard in two dimensions. Moreover, we present the first computational complexity results for the Illumination problem. Given a light source, we inquire whether a specific point is illuminated. We prove that this problem is $\mathcal{N} \mathcal{P}$-hard for two dimensions, considering mirrors represented as line segments. On the other hand, for the upper bound, we demonstrate that Illumination in $k$-dimensions, with mirrors represented as $k$-simplexes with rational point coordinates and linearly bounded reflections, can be solved in $\mathcal{N} \mathcal{P}$.
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## 1 Introduction and Motivation

We are studying the computational complexity of the Illumination and Ray Tracing Problem in various settings and contribute new insights after this field has not seen any progress for over a quarter of a century with the seminal works of Reif et al. (23) and Aronov et al. (4). For both problems we assume that light follows a straight line and is reflected according to the law of reflections on mirrored surfaces that are placed in $k$-dimensional space. For the shape of these mirrors we consider planar objects, i.e. line segments in 2D and polygons embedded in a plane for three dimensions
(as well as a generalization for higher dimensions). For some results we also allow mirrors shaped as parabolas as in (23).While Penrose et al. (22) introduced illumination for enclosed objects, we do not restrict mirrors to enclosing the light source.

As a major contribution, we have extended the techniques employed by Reif et al. (23) in 3D even to the 2D case. We show that one-way mirrors increase the complexity and in order to understand this in more detail, we distinguish their behavior of splitting and merging beams. So, on one side of a splitting one-way mirror, light rays pass through and produce a reflection, but on the opposite side, it is a perfect mirror. A merging mirror is fully transparent on one side and on the other side fully reflective, while a normal one-way-mirror is semi-transparent for both sides and produces reflections for both directions, see Figure $1{ }^{1}$.


Figure 1: a) full, b) one-way merging, c) one-way splitting, and d) one-way mirror.

A well-studied problem in this area is the Ray Tracing problem which we define as: given a source point and the direction of a ray, one has to determine whether the ray hits a given target point for a given set of obstacles. While in other works these obstacles could be fully absorbing or diffuse reflectors, here we consider only mirrors and the above mentioned one-way mirrors. We also consider the Illumination problem as the question, whether for a given set of mirrors from a given source point, a ray exists that reaches a given target point. We may limit the number $t$ of reflections the rays needs to reach the target for both problems and call this variant $t$-bounded Ray Tracing or $t$-bounded Illumination. Furthermore, we assume that the coordinates of all points are given as rational numbers, for which the binary representation is part of the input.

Contributions In this work we present the following results, where if not otherwise stated plane mirrors and unlimited number of reflections are assumed.

1. Polynomially boundeded Ray Tracing is in $\mathcal{P}$, i.e. it can be computed in polynomial time by a deterministic Turing machine for full plane mirrors as well as one-way merging mirrors in $k$ dimensions if $k$ and the number of reflections is bound by a polynomial.
This observation uses the well known equations for reflections and shows that the exact calculation of the rational number representation of the reflected beams grows only linearly with the number of reflections.
2. Polynomially boundeded Illumination and Ray Tracing is in $\mathcal{N} \mathcal{P}$ for polynomial dimensions in the context of full plane, one-way merging, one-way splitting as well as one-way mirrors for polynomial number of reflections.
This improves the result of Aronov et al. (4), who proves that there is an exponential time bounded algorithm which can resolve this question.
3. Polynomially boundeded Ray Tracing with one-way mirrors is $\mathcal{N} \mathcal{P}$-hard in two dimensions.

Reif et al. (23) showed that Ray Tracing is as hard as the Halting problem for unbounded reflections only for three dimensions. Our upper bound also holds for higher dimensions. We show our results for a construction involving one-way mirror or for one-way splitting and one-way merging mirrors in linear number of reflections.
4. Ray Tracing using full plane mirrors, parabolic mirrors or one-way merging mirrors is $\mathcal{P}$-hard for two dimensions for a exponential number of reflections. This shows that the techniques of Reif et al. (23) can be used in two dimensions, but only to a limited extent. By using parabola mirrors, we also implement a stack according to the position of the ray.

[^0]|  | Problem | Complexity Class | Dimensions | Type of Mirrors | Number of Reflections |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Theorem 1 | Ray Tracing | $\mathcal{N P}$ | lin | a, b | pol |
| Theorem 1 | Ray Tracing | $\mathcal{N P}$ | lin | a, b, c, d | pol |
| Theorem 4 | Ray Tracing | $\mathcal{P}$-Hard | 2 | $\mathrm{a}+\mathrm{b}+$ parabolic | exp |
| Theorem 3 | Ray Tracing | $\mathcal{N P}$-hard | 2 | $\mathrm{b}+\mathrm{c}$ | lin |
| Theorem 3 | Ray Tracing | $\mathcal{N P}$-hard | 2 | d | lin |
| Theorem ${ }^{2}$ | Illumination | $\mathcal{N P}$ | lin | a, b, c, d | pol |
| Theorem 5 | Illumination | $\mathcal{N} \mathcal{P}$-Hard | 2 | a | exp |
| Theorem 6 | Illumination | $\mathcal{N P}$-Hard | 2 | $a+b$ | lin |

Table 1: Summary of our contributions. The symbols '+' refer to 'and' and ',' for 'or'. The types of mirrors are depicted in Figure 1
5. Illumination is $\mathcal{N} \mathcal{P}$-hard for two dimensions.

Aronov et al. (4) have proved that their version of the Illumination problem has an intrinsic exponential complexity for a linear number of reflection. There, they compute all illuminated regions with corresponding reflection paths. Here, we show with a different construction involving full plane mirrors that the question, whether a given point is illuminated is as hard as solving the subset-sum problem.
6. The Linear bounded Illumination problem using full plane mirrors and one-way merging mirrors is $\mathcal{N} \mathcal{P}$-hard for two dimensions and linear number of reflections.

To our knowledge we give the first lower computational complexity bounds for the Illumination problem and for the Ray Tracing problem no lower bounds for two dimensions were known so far, although this field is a vivid area in theory and practice. In Table 1, we summarize all of our contributions.

## 2 Related Work

For the illumination problem Penrose et al. (22) proved that there exists a closed room with curved (elliptic and straight) surface, where a light source cannot illuminate all points within. For polygonal rooms Tokarsky (27) proved that there is a 27 sided polygonal where some internal points cannot be illuminated by a light source. A smaller construction of a 24 sided polygon was later provided by Castro (10). There is a qualitative difference between polygonal rooms and curved rooms, since Lelièvre et al. (18) proved that all inner points of a polygon except a finite set of points are illuminated.

The analysis of the complexity of the illumination problem has been studied as a special form of a visibility problem, see the chapter edited by O'Rourke in (28), the most prominent of which is the art gallery problem, which has been proven to be $\exists \mathbb{R}$-complete (2). Researchers have replaced the walls with reflective mirrors and investigated the question how complex it is to calculate the illuminated area. For a single reflection Aronov et al. (3) showed that this region has a combinatorial complexity of $\Theta\left(n^{2}\right)$, and can be computed by a $\mathcal{O}\left(n^{2} \log ^{2} n\right)$ time bounded algorithm. For $k$ reflections the combinatorial complexity grows exponential with $\left.\Omega((n / k)-\mathcal{O}(1))^{2 k}\right)$ for an $n$-sided polygon, i.e. there is a construction, where so many different regions with different reflection paths from the light source towards a given point exist. They also provide an $\mathcal{O}\left(n^{2 k} \log n\right)$-time bounded algorithm to compute all these paths in space $\mathcal{O}\left(n^{2 k}\right)$.
If the mirrors are replace with $k$ diffuse mirrors, where the $n$ sides of a polygon scatter the incoming light in all directions, Aronov et al. (5) prove that the complexity of the visibility problem is bounded by $\mathcal{O}\left(n^{9}\right)$. Such diffuse reflection paths can be computed in time $\mathcal{O}\left(n^{2}\right)$ with holes and in time $\mathcal{O}(n+k \log n)$ for $k$ reflections (13). This bound can be improved if one considers constrained diffuse reflection paths (8). The calculation of the minimum-link diffuse reflection path is $\mathcal{N} \mathcal{P}$-hard even for two-dimensional polygonal domains (17). In (1) a lower bound of $\lceil n / 2\rceil-1$ on the number of diffuse reflections required to illuminate an orthogonal polygon is established, while (29) has already proved a lower bound of at least $\lceil(3 n-1) / 2\rceil-4$.
Ray Tracing, proposed by Whitted (31), has been extensively studied by the Computer Graphics community producing photo realistic effects, e.g. as Metropolis Light Transport algorithm (30). To our knowledge the seminal work of Reif et al. (23) is the only one investigating its computational complexity so far. The main result is that the ray tracing problem is as hard as the Halting problem to much of the surprise of the community, which raises some paradigmatic questions (32). Reif et al. consider six different scenarios, which are all in three dimensions in contrast to our approach. If we put the cases concerning refraction aside, which is not of our concern here, they have proved the following results.

- Ray Tracing is undecidable in three dimensions for reflective objects represented by a system of rational quadratic inequalities;
- Ray Tracing is undecidable in three dimensions for reflective and partially reflective surfaces represented by a system of linear inequalities, where some of the inequalities are allowed to be irrational.
- Ray tracing is $\mathcal{P S P} \mathcal{A C E}$-hard in three dimensions with full and one-way mirrors with curves described by rational linear inequalities.
- Ray tracing is in $\mathcal{P S P} \mathcal{A C E}$ for $k \geq 2$ dimensions for a finite set of parallel and perpendicular reflective surfaces represented by a system of rational linear equalities.

The Billiards problem is related to Ray Tracing and Illumination, see (14, 15, 19) for surveys. Gutkin (14) introduced the unfolding technique to analyze Billiard problems. Tokarsky et al. (26) has studied three different types of billiard tables, one formed of isosceles right triangles, another made of isosceles acute triangles and thereafter the one formed using obtuse angled triangles. He is using a mirroring technique to determined whether or not a point, is illuminable from a given point $A$ in the room. Tabachnikov (25) surveyed several interesting results in this area highlighting the existence of caustics, the periodicity of billiard paths in polygons and chaotic billiards. The complexity of trajectories in rectangular billiards is the number of different reflection sequences (word complexity) of length $n$. In (6) the authors present how to compute this number. Billiards in polygons are not chaotic implying that nearby orbits do not diverge at any exponential speed. This fact and the growth rate of $\Omega\left(n^{d}\right)$ for an $n$-sided polygon in $d$-dimensions is explored in (24). A relationship between the word complexity and the number of generalized diagonals for polygonal billard is established in (9). A new method for analyzing growth rates for geometric complexities and counting functions in polygonal billiards are introdued in (16). In (7) the word complexity of directional billiard in the cube some rational polyhedra is analyzed. Skripchenko and Troubetzkoy (24) prove that a polygonal billiard with one-sided mirrors has zero topological entropy and show sub-exponential or even polynomial estimates for the complexity in certain cases.
Motivated by the complexity of Ray Tracing and Illumination, it was recently proposed in (21) to use optical gates as basic building block of a symmetric encryption scheme. It turns out that the combination of non-optical, i.e. Boolean gates, and optical gates increases security and results in a novel fast encryption method. In a different direction Eppstein (11) identified a class of octagonal mirrors, that produce very simple predictable paths.

## 3 A pol-time Algorithm for Ray Tracing with Limited Reflections

To solve the ray tracing problem, one can trace the mirrored relative position of the source over a sequence of reflections. We assume that the inputs are given as rational numbers(numerators and denominators as binary integers); that is, the source and target positions as well as the the end points of all mirrors.

## Observation 3.1

Given $k+1$ dimensional plane mirrors, the mirrored relative position of source over a sequence of reflections can be given by rational numbers such that the numerators and denominators are always polynomial in the input length and number of reflections.

Proof. To prove this, we proceed as follows: A $k$-dimensional simplex ${ }^{2}$ is the convex hull determined by $k+1$ points $A_{1}, \ldots, A_{k+1}$ where all vectors $\vec{v}_{i}=\overline{A_{1} A_{i+1}}$ from $A_{1}$ to $A_{i+1}(i \in\{1, \ldots, k\})$ are linearly independent. We assume that the $k$-dimensional simplices are located within a $k$-dimensional hyperplane of the $k+1$-dimensional space. For example, a segment as a one-dimensional mirror in 2 d or a triangle as a 2 -dimensional mirror in 3 d .
Given such a simplex, we can determine an orthogonal vector $\vec{u}$, for the $k$-dimensional hyperplane given by the vectors $\vec{v}_{i}$ of the simplex, by solving the $k$ equations for $i \in\{1, \ldots, k\}$ such that $\vec{v}_{i} \cdot \vec{u}=0$. In the case of $k$-dimensional simple, merging or splitting mirrors, we assume that $\vec{u}$ also determines the direction of the reflection.
Since we have to determine $k+1$ coordinates by $k$ equations, we will choose the value 1 for the first coordinate of $\vec{u}$ if this is possible, and 0 otherwise. If the coordinates of the points $A_{1}, \ldots, A_{k+1}$ are given by quotients of binary or integer numbers then we can determine the coordinates of $\vec{u}$ in polynomial time, and the representation of these coordinates require at most polynomial space. We can therefore assume without changing the computational complexity, that such an orthogonal vector $\vec{u}$ is always given together with the $k+1$ points $A_{1}, \ldots, A_{k+1}$ of the simplex ${ }^{3}$

[^1]For a $k+1$-dimension we formally define the reflection on mirror given by a $k$-dimensional simplex by using the simple reflection on the corresponding $k$-dimension hyperplane.
Recall that a point $A$ in the $k+1$-dimensional space also determines a vector from the point of origin to $A$. Let $\vec{u} \cdot \vec{v}$ denote the inner product of $\vec{u}$ and $\vec{v}$. Then if we assume that the $k$-dimension hyperplane $L_{i}=\left(A_{i, 1}, \ldots, A_{i, k+1}\right)$ with an orthogonal vector $\vec{u}_{i}$ includes the origin, then the simple reflection $S^{\prime}$ of a point $S$ can be determined by $S^{\prime}=S-2 \frac{\vec{u}_{i} \cdot S}{\vec{u}_{i} \cdot \vec{u}_{i}} \vec{u}_{i}$.
If the origin is not a point of the hyperplane then we have to shift the coordinate system before and after the reflection by a point of the simplex, e.g.

$$
S^{\prime}=\left(\left(S-A_{i, 1}\right)-2 \cdot \frac{\vec{u}_{i} \cdot\left(S-A_{i, 1}\right)}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i}\right)+A_{i, 1}=S-2 \cdot \frac{\vec{u}_{i} \cdot S}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i}+2 \cdot \frac{\vec{u}_{i} \cdot A_{i, 1}}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i} .
$$

Let $\bar{u}_{i}=\frac{2}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i}$ and $\hat{u}_{i}=\frac{2 \cdot \vec{u}_{i} \cdot A_{i, 1}}{\left\{\vec{u}_{i} \cdot \vec{u}_{i}\right\}} \cdot \vec{u}_{i}$ denote two scaled version of the vector $\vec{u}_{i}$, and for simplification we assume that both vectors are also part of the simplex description, then

$$
\begin{equation*}
S^{\prime}=S-\left(\bar{u}_{i}, S\right) \cdot \vec{u}_{i}+\hat{u}_{i} . \tag{1}
\end{equation*}
$$

Analysing Equation 1 one can see that for every reflection, the number of bits in the numerators and denominators increases by a value at most linear in the input size.

Hence, if the number of reflections is polynomial in the input size, the values remain polynomial in the input size. As such, the ray tracing problem can be solved deterministically in polynomial time, if the sequence of used mirrors can be determined deterministically by following the ray. Note that this is only possible with simple and merging mirrors. In the case of one-way and splitting mirrors, one has to distinguish between a reflection of a beam and the possibility that the beam might pass through the mirror. If we non-deterministically guess this behaviour, the algorithm described above can solve the problem in non-deterministic polynomial time. Hence we can conclude:
Theorem 1. The $k+1$-dimensional ray tracing problem with rational input values and a polynomial number of reflections is in $\mathcal{P}$ if we assume simple plane mirrors and merging mirrors. The problem is in $\mathcal{N} \mathcal{P}$ for a polynomial number of reflections and we allow simple plane mirrors, merging, splitting and one-way mirrors.

For solving the illumination problem with a polynomial number of reflections, one can proceed analogously to the ray tracing problem. Note that even if we only consider simple plane mirrors, the sequence of used mirrors from the source to the target cannot be determined by following a ray through the collection of mirrors as we might have to investigate a cone of infinitely many rays. If however, we guess non-deterministically the sequence of used mirrors within a first phase, one can use a similar algorithm to verify that the target will be illuminated by using the given number of reflections. Hence we can conclude:

Theorem 2. The $k+1$-dimensional illumination problem with rational input values and a polynomial number of reflections is in $\mathcal{N} \mathcal{P}$ if we allow simple plane mirrors, merging, splitting and one-way mirrors.

## 4 Ray Tracing in 2D with One-Way Mirrors is $\mathcal{N} \mathcal{P}$-Complete

In Section 3 we have seen that the ray tracing problem can be solved in $\mathcal{P}$ for plane mirrors and with a polynomial number of reflections if the sequence of used mirrors can be determined deterministically in polynomial time. Using splitting and merging of one-way mirrors this seems to be a hard task. Since it is possible to guess this sequence non-deterministically, this problem is still in $\mathcal{N P}$ (see Theorem 1). In the following we will show that this version of the ray tracing problem is $\mathcal{N} \mathcal{P}$-hard. The hardness proof follows by a reduction of the subset sum problem (12):
Definition 1. Given a finite set $X=\{1, \ldots, n\}$, weights $x_{i} \in \mathbb{Z}^{+}$for each $i \in X$, and a positive integer $B \in \mathbb{Z}^{+}$. Decide whether there exists a subset $X^{\prime} \subseteq X$ such that $\sum_{i \in X^{\prime}} x_{i}=B$.

For the reduction we assume a beam starts at source $(0,0)$ and follows the $x$-axis in positive direction. It then passes through $n$ mirror modules constructed as in Figure 2 Each module represents one element $i \in X$ of weight $x_{i}$. Within each module the beam is duplicated by using a splitting mirror. The two beams leave the module in such a way that the original beam maintains its $y$-axis value while the second beam is shifted according to the $y$-axis by an offset of $-x_{i}$ for the corresponding element $i \in X$.


Figure 2: Representation of a weight $x_{j}$ within the reduction of subset sum to ray tracing.

The target position will be at the coordinate $(h,-B)$ where $h$ is a value large enough such that all the modules can be placed between the source and the target. Analysing this construction one can see, that the target will be reached by a beam iff the subset sum problem has a solution. Note that the reduction can be performed within polynomial time. Thus we can conclude that:
Theorem 3. The subset sum problem is polynomial time reducible to the ray tracing problem with a linear number of reflections and if simple plane and one-way mirrors (or alternatively splitting and merging mirrors) can be used. Hence, this problem is $\mathcal{N \mathcal { P }}$-hard.

Combining Theorem 3 and 1 we can conclude that ray tracing with a linear number of reflections, and if simple plane and one-way mirrors (or alternatively splitting and merging mirrors) are used, is $\mathcal{N P} \mathcal{P}$-complete.

## 5 Ray Tracing in 2D is $\mathcal{P}$-Hard without Beam Duplication

In the previous section we have seen that one-way or splitting mirrors can be used to simulate non-deterministic guesses by beam duplication and sending the two resulting beams into different directions. In this section, we would like to investigate the the computational power of a system of mirrors if the splitting and one-way mirrors are not available to perform the aforementioned duplication.
We show that circuits can be evaluated using plane mirrors, merging mirrors and parabolic mirrors such that the circuit value is computed by simulating a version of backtracking. The only available memory is a kind of stack represented by an offset of the single ray passing through a system of mirrors which represent the circuit.

For the offset of the beam position, we assume values $(0,1)$. Given an offset of $s \in(0,1)$ we can implement a push of a bit $b \in\{0,1\}$ by $s^{\prime}=(s+b) \cdot 2^{-1}$ and a pop by $s^{\prime}=(2 \cdot s)-\lfloor 2 \cdot s\rfloor$ and determining $b=\lfloor 2 \cdot s\rfloor$. The multiplication by 2 or by $2^{-1}$ is a major tool for these operations. To implement this we use a combination of parabolic mirrors, e.g. for the multiplication with $2^{-1}$ (see Figure 3 ) $-2 \cdot x^{2}+\frac{3}{8}$ for $x \in[-1,0]$, and $x^{2}$ for $x \in[0,2]$.

We assume that all circuit gates have fan-in and fan-out at most 2, and that the gate types are restricted to input literals, constants, negations, identity gates (for increasing the number of successors which can use an intermediate result), AND and OR gates.


Figure 3: The example construction of multiplying the offset by $2^{-1}$.


Figure 4: General stack behaviour for the evaluation of a gate.
The main strategy for the circuit evaluation works are as follows (see Figure 4):

1. Assume we would like to evaluate a gate $u$. Then the beam which implements the stack is within the mirror system of $u$ and will be passed via specific mirrors as a result of a request from one of its predecessors $v$.
2. If $u$ is the first successor of $v$ we push a 0 to our stack, otherwise we push a 1 . We assume that this value will not be removed from the stack by a mirror system of another gate.
3. By merging mirrors we combine the possible offsets to a single interval of offsets $(0,1)$.
4. We determine the value of $v$ by sending a request to its first predecessor if it exists. We assume that the top element of the stack is the result of this predecessor when the beam is coming back. If necessary, we also send a request to the second predecessor after the beam has arrived from the first predecessor.
5. We remove the results by popping from the stack and, depending on the predecessor results, we send the beam along the appropriate path through the rest of the mirror stack.
6. By popping, we can now determine the asking successor (i.e. $u$ ) of $v$, push the result of $v$ to the stack and route the beam to the requesting successor of $v$.

To illustrate how a gate is evaluated see Figure 5 for the mirror system of an AND gate.
This construction shows that the circuit value problem can be solved by a system of simple plane mirrors, merging mirrors, and parabolic mirrors. We conclude that:
Theorem 4. The ray tracing problem in $2 D$ for simple plane mirrors, merging mirrors, and parabolic mirrors for an exponential number of reflections is $\mathcal{P}$-hard.


Figure 5: Mirror system of an AND gate.

## 6 Illumination in 2D is $\mathcal{N} \mathcal{P}$-Complete

As we have seen in Section 3. we can solve the $k$-dimensional illumination problem with plane mirrors (simple, merging, splitting, and one-way mirrors) in $\mathcal{N} \mathcal{P}$, if we bound the number of reflections by a polynomial. In this section, we would like to investigate a lower bound for this problem. We would like to show that the problem is $\mathcal{N} \mathcal{P}$-hard even in 2 D and if we restrict ourselves to simple plane mirrors. We start by proving that this problem is $\mathcal{N} \mathcal{P}$-hard if we allow an exponential number of reflections. Based on this proof, we then show that the problem remains $\mathcal{N} \mathcal{P}$-hard, if we restrict ourselves to a linear number of reflections.
Theorem 5. The illumination problem restricted to simple plane mirrors in $2 D$ is $\mathcal{N} \mathcal{P}$-hard, if an exponential number of reflections is allowed.

The main parts of the construction of the reduction of Theorem 5 from subset sum to the illumination problem is illustrated in Figure 6


Figure 6: Overview of the construction of the reduction used in Theorem 5

Recall that for an instance of the subset sum problem finite set $X=\{1, \ldots, n\}$ and weights $x_{i} \in \mathbb{Z}^{+}$for each $i \in X$ as well as a bound $B \in \mathbb{Z}^{+}$is given. We would like to decide whether there exists a subset $X^{\prime} \subseteq X$ such that $\sum_{i \in X^{\prime}} x_{i}=B$. For the following reduction, we translate the values $x_{i}$ into angles $\xi_{i}=\frac{\pi}{24} \cdot \frac{x_{i}}{\sum_{i} x_{i}}$ and ask whether we can find a collection $X^{\prime} \subseteq X$ of these angles such that $\sum_{i \in X^{\prime}} \xi_{i}=\delta=\frac{\pi}{24} \cdot \frac{B}{\sum_{i} x_{i}}$. To implement a selection process for the different angles, we have to use cones which are partially reflected by a tilted mirror with angle $\xi_{i}$ and partially reflected by a horizontal mirror. For each of these selection processes the cone is subdivided into two sub-cones, one cone with the angle of the included beams unchanged, and one where the angle of the included beams are decreased by $2 \cdot \xi_{i}$ for some values $i$. Initially we assume that the cone has angle widths of $\varepsilon=\min _{i} \xi_{i} \leq \frac{\pi}{24 n} \leq \frac{\pi}{48}$, i.e. initial differences of the directions of the beams is at most $\varepsilon$.

For the reduction, we construct a tube of mirrors, where the bottom consists of a horizontal mirror and the ceiling consists of a sequence of alternating horizontal and tilted mirrors. We start by a horizontal mirror of length $d_{0}$, followed by a tilted mirror of horizontal length 1 and angle $\xi_{1}$, then by a horizontal mirror of length $d_{1}$, then by a tilted mirror of horizontal length 1 and angle $\xi_{1}$, and so on. Within the final horizontal ceiling mirror at position $d_{n}$ we include a gap which allows the target to be reached by a beam, only if the beam belongs to a sub-cone which consists only of beams which original angles are modified by $2 \cdot \delta$.
The location of the source guarantees that the initial cone which enters the tube has an horizontal width of 1 and it consists only of beams of angle from the range of $\frac{\pi}{4}$ to $\frac{\pi}{4}+\varepsilon$ (according to a horizontal line). In the following the angle values always describe the angle of a beam after it is reflected by the bottom mirror of the tube. If a beam might be reflected by a tilted mirror at most once, the angle of every beam and at every position within the tube will be within the range of $\frac{\pi}{4}-2 \cdot \sum_{i} \xi_{i}$ to $\frac{\pi}{4}+\varepsilon$. Note that $\frac{\pi}{6}=\frac{\pi}{4}-2 \cdot \sum_{i} \xi_{i}=\frac{\pi}{4}-\frac{2 \cdot \pi}{24}$ and $\frac{\pi}{4}+\varepsilon \leq \frac{\pi}{4}+\frac{\pi}{48}<\frac{\pi}{3}$.
If we start with a tube of height 1 this guarantees that all tilted mirror will be hidden by a beam at most once, more precisely since the angle is at most $\frac{\pi}{4}+\varepsilon<\frac{\pi}{3}$ for every reflection in the tube each beam moves at least $\frac{1}{\sqrt{3}}>\frac{1}{2}$ units to the right and for each double reflection each beam moves for more than 1 to the right. In addition this verifies that every beam which enters the tube in the described way will always move up and down and to the right.
Note that the height of the tube will be increased by every tilted mirror of angle $\xi_{i}$ by $q_{i}=\tan \xi_{i}$. Hence the final height of the tube will be $h_{\max }=1+\sum_{i} q_{i}$. Based on the angle sum rule for the tangents function one can show that $\sum_{i} q_{i}=\sum_{i} \tan \left(\xi_{i}\right) \leq \tan \left(\sum_{i} \xi_{i}\right) \leq \tan \left(\frac{\pi}{24}\right)<\frac{1}{3}$. Hence $h_{\max } \leq \frac{4}{3}$. We can conclude that the distance of the most narrow beam (with angle $>\pi / 6)$ ) moves by reflections at most $2 \cdot h_{\max } \cdot \cot \left(\frac{\pi}{6}\right)=2 \cdot \sqrt{3} \cdot h_{\max } \leq \frac{8 \cdot \sqrt{3}}{3} \leq 5$.
Thus we are looking for the number of reflection and the required length $d_{i}$ such that the cones which occur in the corresponding sub-tube covers at least an area of length 5 at the bottom horizontal mirror.
To determine the required length $d_{i}$ and the number of required reflection to get a horizontal widths of the cones, we have to determine the vertical distance of the virtual (relative reflected) source $b_{i}$ where the cone reaches the required horizontal widths. For the initial value $b_{0}$ we can choose for example $b_{0}=a+1=2 \cdot h_{\text {max }}$. Based on $b_{i}$ we can determine $d_{i}$ by $d_{i}=\sqrt{3} \cdot b_{i}$ and the number of refection by $\left(b_{i}-b_{i-1}\right) /\left(1+\sum_{j=1}^{i-1} q_{j}\right)$. Recall that a tilted mirror reduces the vertical distances $b_{i}$ of the virtual (relative reflected) source compared to using only horizontal mirrors. If
we are locking for upper bounds on the length $d_{i}$ and the number of reflections we could investigate $b_{i}$ for using only horizontal mirrors, and bound the number of reflections by $b_{i}$.
To determine $b_{i}$ we use Thales's theorem. Whenever a cone starts its way through the horizontal mirror tube (ceiling mirror is horizontal and has length $d_{i}$ ), we assume that the horizontal widths is 1 and the vertical distance is $b_{i-1}$ (plus a small value upper bounded by a constant $c$ ). At the end of this area we assume that the cone has horizontal widths of 5 and the vertical distance is the unknown value $b_{i}$. By Thales's theorem we can conclude that $b_{i}=5 \cdot b_{i-1}+5 \cdot c \in b_{0} \cdot 2^{\mathcal{O}(n)}$. Note that the start and end positions of the concrete mirrors as well as the target point as determined above by the values $\xi_{i}, b_{i}$, and $d_{i}$ result in irrational numbers. To approximate these values with rational numbers we search for values such that the sum of angular distances is small compared to $\varepsilon$, e.g. $\varepsilon / 100$.

To reduce the number of reflections to $\mathcal{O}(n)$ we replace the selection areas (starting shortly after a tilted mirror and ending after the following tilted mirror) of the construction above by the construction presented in Figure 7


Figure 7: Overview of the construction of the selection area used in the reduction in Theorem 6
Theorem 6. The illumination problem restricted to simple plane mirrors and merging mirrors in $2 D$ is $\mathcal{N} \mathcal{P}$-hard, even if only a linear number of reflections is allowed.

The construction of the $\mathcal{N} \mathcal{P}$-hardness proof for the linear number of reflections follow our main approach of the construction within the proof of Theorem [5]. For reducing the number of reflections let us investigate the question what causes the exponential number of reflections. The main reason is given by the required expansion of the horizontal widths of every cone from 1 to 5 . This was necessary to guarantee that the tilted mirrors plus a part of the following horizontal mirrors are covered by any cone. For this we assumed that

1. horizontal widths of every cone is at least 2 and
2. the bottom mirror in this area is completely covered by every cone.

To address the first task we reduce the horizontal widths $f_{i}$ of the tilted mirrors for $\xi_{i}$ from 1 to $2^{-2 i}$. Hence it is required that horizontal widths of every cone at the tilted mirror with angle $\xi_{i}$ is at least $2 \cdot 2^{-2 i}$ and and therefore every cone directly after the tilted mirror with angle $\xi_{i}$ has widths $2^{-2 i}$ hich is already $4 \cdot 2^{-2(i+1)}$ and therefore large enough to fulfil this requirement for the next sub-construction with a tilted mirror with angle $\xi_{i+1}$ and horizontal widths of $2^{-2(i+1)}$. Note, that this reduces $q_{i}=\frac{1}{2^{2 i}} \cdot \tan \left(\xi_{i}\right)$.
For the second task we would like to reduce the height of the tube close to the tilted mirror with angle $\xi_{i}$ to $2^{-2 i}$. In this case the distance of the most narrow ray (with angle $>\pi / 6$ ) ) after two reflections within the upper sub-tube is at most $2 \cdot 2^{-2 i} \cdot \cot \pi / 6=2 \cdot 2^{-2 i} \cdot \sqrt{3}<4 \cdot 2^{-2 i}=2^{-2(i-1)}$. As we have seen above this is already the case.
Within this setting we have that within this area (a sub-tube of hight $2^{-2 i}$ ) for every reflection each beam moves at least $\frac{1}{\sqrt{3}} \cdot 2^{-2 i}>\frac{1}{2} \cdot 2^{-2 i}$ units to the right, since the angle of a beam is at most $\pi / 4+\varepsilon \leq \pi / 3$ we get for each double reflection that each beam moves for more than $2^{-2 i}$. This implies that a beam hits an interval of length $2^{-2 i}$ at most once.

It remains to address the question of how we can reduce the height in such a way that the distances between all the cones are relatively small. For this we use a system of simple mirrors and merging mirrors as presented in Figure 7 and 8


Figure 8: At the point, where a light cone within an area $\mathcal{F}_{i}=\mathcal{D}_{i, 1}$, or $\mathcal{D}_{i, j}$ respectively, reaches the merging mirror of $L_{i, j}$ it might be split into 2 parts, a part $A$ which passes through the merging mirror and enters $\mathcal{D}_{i, j+1}$, and a part $B$ which stays in $\mathcal{D}_{i, j}$. The later part $B$ will enter $\mathcal{D}_{i, j+1}$ after one additional reflection at the bottom of $\mathcal{D}_{i, j}$. This corresponds with 3 reflections within $\mathcal{D}_{i, j+1}$ of part $A$. Thus at the fourth reflection of part $A$ it will be recombined with part $A$ to the original cone.

The construction $\mathcal{S}_{i}$ which leads the cones from the tilted mirror with angle $\xi_{i-1}$ to the tilted mirror with angle $\xi_{i}$ consist out of $2 i$ mirror lines $L_{i, j}$, with $j \in\{1, \ldots, 2 i\}$ where each line reduces the height of the active sub-tube by a factor of $\frac{1}{2}$. The lines $L_{i, j}$ start with an initial simple mirror of length $d_{i, j}$ (starting at the end of the simple mirror of lines $L_{i, j-1}$ in a vertical distance of $2^{-j}$ above $L_{i, j-1}$. After the initial simple mirror $L_{i, j}$ is complemented by a merging mirror which allows upgoing beam to pass. The merging mirror end if the (horizontal) end position of the tilted mirror with angle $\xi_{i}$ is reached. In addition we add before the initial simple mirror of $L_{i, 1}$ a merging mirror of length $3 \cdot 2^{-2(i-1)}$, which allows downgoing beams to pass, for trapping all cones of the previous sub-construction $\mathcal{S}_{i-1}$.
We now have to investigate the construction and determine the conditions of the different values such that the tube fulfils our requirements of the reduction. We start with the analysis of $d_{i, j}$ where $j \geq 2$. Note that whenever a cone might pass through a merging mirror of $L_{i, j-1}$ the first time, it might be split into two parts which can be recombined after one reflection (respectively three reflections), and it is required that $d_{i, j} \geq 4 \cdot 2^{-j} \cdot \cot \pi / 6=2^{2-j} \cdot \sqrt{3}$ or $d_{i, j} \geq 2^{3-j}$. In the case of a large horizontal width of the cone, it might be possible that the part of the cone which stays inside area below $L_{i, j-1}$ might be split again. But since we one need a cone of horizontal width $4 \cdot 2^{-2 i}$ which is 4 times larger than the smallest sub-tube of this construction, and since each cone moves at least the hight of a sub-tube for each double refection to the right we have to consider up to 5 splitting, which results in $d_{i, j} \geq 10 \cdot 2 \cdot 2^{-j} \cdot \cot \pi / 6=5 \cdot 2^{2-j} \cdot \sqrt{3}$ or $d_{i, j} \geq 2^{6-j}$. If we assume that a beam should have at least $c$ reflections at the simple mirror of $L_{i, j}$, i.e. that the most narrowed ray from $\mathcal{D}_{i, j-1}$ can enter $\mathcal{D}_{i, j}$ and has at least $c$ double reflection within $\mathcal{D}_{i, j}$ even if the ray enters $\mathcal{D}_{i, j}$ as far as possible to the right, then we have to choose $d_{i, j} \geq 2 \cdot \cot (\pi / 6) \cdot 2^{-i+1}+c \cdot \cot (\pi / 6) \cdot 2^{-j}=(4+c) \cdot \sqrt{3} \cdot 2^{-j}$. For our construction $c \leq 32<\frac{2^{6}}{\sqrt{(3)}}-4$ it is sufficient.
This allows us to choose $d_{i, j}=2^{6-j}$. Choosing the length of the merging mirror part of $L_{i, 2 i}$ by $2 \cdot d_{i, 2 i}$ guarantees that the upper surface of $L_{i, 2 i}$ will be completely illuminated by every cone before any cone reaches the tilted mirror of this sub-construction.
For $L_{i, 1}$ we have to investigate $3 \cdot f_{i-1}+d_{i, 1}$. This length has to guarantee that every light cone has entered $\mathcal{F}_{i}$ and is reflected at least 3 times before it leaves the area. Hence we choose $3 \cdot f_{i-1}+d_{i, 1} \geq 4 \cdot \cot (\pi / 6) \cdot 2^{-1}=\sqrt{3} \cdot 2^{1}$, and in the worst case, $3 \cdot f_{i-1}$ is at most 3 . To have equivalent values at all levels we choose $3 \cdot f_{i-1}+d_{i, 1}=2^{6-1}$.
Finally, and before counting the number of reflections, we have to show that the most and the least narrowed cones can enter (the same) $\mathcal{S}_{i}$ correctly. For this we assume that the most narrowed cone (or better beam) leaves $\mathcal{S}_{i-1}$ reflected by the horizontal ceiling mirror $f_{i-1}$ units behind the tilted mirror of $\mathcal{S}_{i-1}$, and that the least narrowed cone (or beam) leaves $\mathcal{S}_{i-1}$ (or better reflected that last time within $\mathcal{S}_{i-1}$ ) at the beginning of the tilted mirror, that is $f_{i-1}$ units before the end of $\mathcal{S}_{i-1}$. To show that both beams enter $\mathcal{S}_{i}$ correctly we have to verify that $\frac{3}{2} \cdot \cot (\pi / 3)-f_{i-1}+3 \cdot f_{i-1}>\frac{1}{2} \cdot \cot (\pi / 6)+f_{i-1}$ for all $i$, i.e. $\frac{\sqrt{3}}{2}+f_{i-1}>\frac{\sqrt{3}}{2}$. To combine the sub-constructions $\mathcal{S}_{i}$ we choose $g_{i}=\frac{1}{2}$ and assume that $S_{i+1}$ start directly after this tiny corner at the ceiling, which reduces the hight of the total tube back to 1 .

For the number of reflection within the different areas we have to examine the number of reflections within $\mathcal{D}_{i, j}$. This value can be upper bounded by

$$
\frac{d_{i, j}}{\frac{1}{\sqrt{3}} \cdot 2^{-j}}+12 \leq 2^{6} \cdot \sqrt{3}+12<123 \quad \text { resp. by } \quad \frac{3 \cdot f_{i-1}+d_{i, 1}}{\frac{1}{\sqrt{3}} \cdot 2^{-j}}+12 \leq 2^{6} \cdot \sqrt{3}+12<123
$$

In addition we get for the top most tube $2 \cdot 123+1$. To sum up all the reflections of the areas $\mathcal{D}_{i, j}$ for one value $i$ we get $123 \cdot(2 i+2)$ reflections for $\mathcal{S}_{i}$. And in total for all $\mathcal{S}_{i}$ (we start with $\mathcal{S}_{1}$, then we use $\mathcal{S}_{2}$, and so on, and for the final step, to add the hole which leads to the target we use a similar construction to $\mathcal{S}_{n}$ ) we get $\Theta\left(n^{2}\right)$ reflections. Since we use $n^{2}$ mirrors, the number of reflections is linear within the number of used mirrors.

## 7 Conclusions

We introduce multiple scenarios of the Ray Tracing and the Illumination problems. We show that Ray tracing with a linear number of reflections and if simple plain mirrors and one-way mirrors (or alternatively splitting and merging
 of simple plain mirrors, merging mirrors, and parabolic mirrors in the case that splitting and one-way mirrors are not available to perform duplication of the light rays, sending the two resulting beams into different directions. We also build a stack-based mirror system to represent different boolean logic gates. Finally in the section 6, we infer that Illumination in 2D is $\mathcal{N} \mathcal{P}$-Complete.

Open Problems The question whether the Ray Tracing in 2D is as hard as in 3D remains open. The center point of the construction of Reif et al. (5) is a two-dimensional offset of a bundle of possible parallel ray positions, where the decimal places in binary representation of the cartesian coordinates encode two counters. These two counters are the very ones from the famous two-counter machine that Minsky (20) proved to be undecidable. A straight-forward transformation to 2D leaves only one counter, which results in a Push-Down-Automaton, which is in fact a decidable class. So far, it is open whether another construction can prove the undecidability for Ray Tracing in 2D.

We have shown that Illumination is already $\mathcal{N} \mathcal{P}$-hard for only plane mirrors, indicating that it may be harder than Ray Tracing. However, the question whether Illumination is $\mathcal{N} \mathcal{P}$-hard for a polynomial number of reflection is open, albeit the work of (4) suggests that exponential description complexity exists.
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## A Appendix

## A. 1 Algorithms for Solving Ray Tracing and Illumination with Plain Mirrors

There are plenty of algorithm for the ray tracing problem. Most of the algorithms are efficient if we assume that one can perform operation on arbitrary numbers, e.g. on real or rational values. To see whether the algorithms also run efficiently on Turing Machines (or if we count the bit operations) one has to examine the length of the binary representations of the values which occurs while running the algorithm. If we assume that all input values (initial direction of the ray, source position, target position, endpoints of the mirrors, orthogonal vectors off the mirrors) are rational numbers of the form, $\mathrm{p} / \mathrm{q}$ (given by binary representations of an integer numerator, p and integer denominator, q ), one could see that for plain mirrors only rational intermediate values can occur. Therefore we assume that all intermediate values are represented by their binary integer numerator and denominator.
To simplify the input and the analysis we assume that all mirrors are $k$-dimensional simplices. Note that a $k$-dimensional simplex $\sqrt[4]{4}$ is the convex hull determined by $k+1$ points $A_{1}, \ldots, A_{k+1}$ where all vectors $\vec{v}_{i}=\overline{A_{1} A_{i+1}}$ from $A_{1}$ to $A_{i+1}(i \in\{1, \ldots, k\})$ are linearly independent. We assume that the $k$-dimensional simplices are located within a $k$-dimensional hyperplane of the $k+1$-dimensional space, for example, a segment as a one-dimensional mirror in 2 d or a triangle as a 2-dimensional mirror in 3d.
Given such a $k$-dimensional simplex in $k+1$-dimensional space we can determine an orthogonal vector $\vec{u}$, for the $k$-dimensional hyperplane given by the vectors $\vec{v}_{i}$ of the simplex, by solving the $k$ equations for $i \in\{1, \ldots, k\}$

$$
\vec{v}_{i} \cdot \vec{u}=0
$$

where $\vec{v}_{i} \cdot \vec{u}$ denote the inner product of $\vec{u}$ and $\vec{v}_{i}$. In the case of $k$-dimensional simple, merging or splitting mirrors, we assume that $\vec{u}$ also determines the direction in which the reflection occurs.

Since we have to determine $k+1$ coordinates by $k$ equations, we will choose the value 1 for the first coordinate of $\vec{u}$ if this is possible, and 0 otherwise. In a realistic setting, we take the representation of coordinates as floating point numbers. However, to emphasize more precisely on the space complexity, in our setting, the coordinates of the points $A_{1}, \ldots, A_{k+1}$ are given by quotients of binary or integer numbers (for both the numerator and denominator), then we can determine the coordinates of $\vec{u}$ in polynomial time, and the representation of these coordinates require at most polynomial space. We can therefore assume without changing the computational complexity, that such an orthogonal vector $\vec{u}$ is always given together with the $k+1$ points $A_{1}, \ldots, A_{k+1}$ of the simplex ${ }^{5}$
We now formally define a reflection of a point $S$. For a $k+1$-dimension we define the reflection on mirror given by a $k$-dimensional simplex by using the simple reflection on the corresponding $k$-dimension hyperplane.
Recall that a point $S$ in the $k+1$-dimensional space also determines a vector from the point of origin to $S$. Then if we assume that the $k$-dimension hyperplane $L_{i}=\left(A_{i, 1}, \ldots, A_{i, k+1}\right)$ with an orthogonal vector $\vec{u}_{i}$ includes the origin, then the simple reflection $S^{\prime}$ of a point $S$ can be determined by

$$
S^{\prime}=S-2 \frac{\vec{u}_{i} \cdot S}{\vec{u}_{i} \cdot \vec{u}_{i}} \vec{u}_{i} .
$$

If the origin is not a point of the hyperplane then we have to shift the coordinate system before and after the reflection by a point of the simplex, e.g.

$$
S^{\prime}=\left(\left(S-A_{i, 1}\right)-2 \cdot \frac{\vec{u}_{i} \cdot\left(S-A_{i, 1}\right)}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i}\right)+A_{i, 1}=S-2 \cdot \frac{\vec{u}_{i} \cdot S}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i}+2 \cdot \frac{\vec{u}_{i} \cdot A_{i, 1}}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i} .
$$

Let $\bar{u}_{i}=\frac{2}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i}$ and $\hat{u}_{i}=\frac{2 \cdot \vec{u}_{i} \cdot A_{i, 1}}{\vec{u}_{i} \cdot \vec{u}_{i}} \cdot \vec{u}_{i}$ denote two scaled version of the vector $\vec{u}_{i}$, and for simplifications we will assume that both vectors are also part of the simplex description, then

$$
\begin{equation*}
S^{\prime}=S-\left(\bar{u}_{i} \cdot S\right) \cdot \vec{u}_{i}+\hat{u}_{i} . \tag{2}
\end{equation*}
$$

Recall that we assume that for $k$-dimensional simple, merging or splitting mirrors, $\vec{u}_{i}$ also determines the direction in which the reflection of the mirror occurs. To determine whether the reflection of the point $S$ is possible, i.e. it is located at the correct side of the hyperplane defined my the mirror, we have only to verify whether

$$
\begin{equation*}
\overline{S^{\prime} S} \cdot \bar{u}_{i} \quad>0 \tag{3}
\end{equation*}
$$

[^2]To get the new direction of the ray after the reflection, we can proceed as follows. First we determine an additional point on the ray, e.g. $H=S+\vec{r}$, then we determine the reflected position $H^{\prime}$ of $H$ by using Equation 2 Finally the new direction $\vec{r}^{\prime}$ of the ray after the reflection will be

$$
\begin{equation*}
\vec{r}^{\prime}=\overline{S^{\prime} H^{\prime}} . \tag{4}
\end{equation*}
$$

In some applications it might be useful to determine also the intersection point $P$ of the ray with the mirror. For this we have to find the values $c_{1}, \ldots, c_{k}, c_{k+1}$ such that

$$
\begin{equation*}
\sum_{j=1}^{k} c_{j} \cdot \overline{A_{i, 1} A_{i, j}}-c_{k+1} \cdot \vec{r}=0 \tag{5}
\end{equation*}
$$

Then we get the intersection point

$$
\begin{equation*}
P=c_{k+1} \cdot \vec{r} . \tag{6}
\end{equation*}
$$

To test whether the intersection point is within the mirror, we have to verify that

$$
\begin{equation*}
\forall j \in\{1, \ldots, k\}: \quad c_{j} \in[0 . .1] . \tag{7}
\end{equation*}
$$

Within our algorithms we would like to determine the relative position of the source and the ray direction after a given sequence of reflection. Analysing this formula one can see that for every reflection the number of bits of the numerators and denominators increase by a value at most linear in the input size. Hence, if the number of reflections is polynomial in the input size, the values remain polynomial in the input size. If we replace the relative source positions by the intersection points we might double the length of the binary representation of the numerator an the denominator with each reflection, resulting in exponential large binary representations for a polynomial number of reflections. As a consequence, we should not iterate over the intersection points.
Given a point that is used as source $S^{\prime}$ and a ray direction $\vec{r}^{\prime}$ as well as an intersection point $P$ on a ray we can, by using Formula 6 determine all the intersection point of the ray with any mirror of the system. Furthermore the values $c_{k+1}$ of the Formula 6 act as a kind of distance between the source and the intersection points with the corresponding mirrors. If we sort mirrors according to these values then the list of the mirrors with higher distance value as $P$ represent the potential future reflection points after $P$. Note that this list can be determined based on $S^{\prime}, \vec{r}^{\prime}$, and $P$ deterministically in polynomial time.Based on these observations we can now present algorithms for solving the ray tracing problem for a bounded number of reflections. To solve the ray tracing problem one can trace the mirrored relative position of the source over a sequence of reflections.

```
Algorithm 1: Bounded Ray Tracing without Ray Duplication
input : initial direction of the ray \(\vec{r}\), source \(S\), the number of allowed reflections \(t\), a destination \(T\), and set of \(n\)
        mirrors given by \(n k\)-dimensional simplices \(L_{i}=\left(A_{i, 1}, \ldots, A_{i, k+1}, \vec{u}_{i}, \bar{u}_{i}, \hat{u}_{i}\right)\) (either simple plain or
        merging mirrors)
output : accept, if there is a ray from \(S\) to \(T\) using at most \(t\) reflections
let \(P_{0}=S, S_{0}=S, \vec{r}_{0}=\vec{r}\) and \(i=0\)
while \(i \leq t\) do
    determine the sequence of simplices having an intersection with the line starting at \(S_{i}\) following the direction
        given by \(\vec{r}_{i}\) sorted by the distance from \(S_{i}\)
    delete from the list all mirrors with distance smaller or equal to the distance of \(P_{i}\)
    delete from this list all merging mirrors, where the ray does not go to the reflecting side of the mirror
    let \(L_{j}\) denote the first mirror on this list
    if the ray reaches the target without reflection then
        accept
    if the ray does not reach \(L_{j}\) at the reflecting side or \(L_{j}\) does not exists then
        reject
    determine the reflected source \(S_{i+1}\) based on \(L_{j}, S_{i}, \vec{r}_{i}\) (Equation 2)
    determine the reflected ray direction \(\vec{r}_{i+1}\) based on \(L_{j}, S_{i}, S_{i+1}, \vec{r}_{i}\) (Equation 4 )
    determine the intersection point of the old ray \(P_{i+1}\) with \(L_{j}\) based on \(L_{j}, S_{i}, S_{i+1}, \vec{r}_{i}\) (Equation 6 )
    let \(i=i+1\)
reject
```

Analysing this formula one can see that for every reflection the number of bits of the numerators and denominators increase by a value at most linear in the input size. Hence, if the number of reflections is polynomial in the input size,
the values remain polynomial in the input size, an the ray tracing problem can be solved deterministically in polynomial time, if the sequence of used mirrors can be determined deterministically by following the ray (see Algorithm 1 ). Note that this is possible if we exam only simple and merging mirrors. In the case of one-way and splitting mirrors one has to distinguish between a reflection of a beam and the possibility that the beam might pass through the mirror. If we non-deterministically guess this behaviour (see Algorithm 2 Line 12), the described algorithm above can solve the problem in non-deterministic polynomial time. Hence we can conclude:

Theorem 1, The $k+1$-dimensional ray tracing problem with rational input values and a polynomial number of reflections is in $\mathcal{P}$ if we assume simple plain mirrors and plain merging mirrors. The problem is in $\mathcal{N} \mathcal{P}$ for a polynomial number of reflections and we allow simple plain mirrors, plain merging, plain splitting and one-way mirrors.

For solving the illumination problem with a a polynomial number of reflections, one can proceed analogously to the ray tracing problem. Note that even if we only consider simple plain mirrors, the sequence of used mirrors from the source to the target cannot be determined by following a ray through the collection of mirrors, since we might have to investigate a cone of infinitely many rays. But if we guess non-deterministically the sequence of used mirrors within a first phase, one can use similar algorithm to verify that the target will be illuminated by using the given number of reflections.

```
Algorithm 2: Bounded Ray Tracing with Ray Duplication
input : initial direction of the ray \(\vec{r}\), source \(S\), the number of allowed reflections \(t\), a destination \(T\), and set of \(n\)
    mirrors given by \(n k\)-dimensional simplices \(L_{i}=\left(A_{i, 1}, \ldots, A_{i, k+1}, \vec{u}_{i}, \bar{u}_{i}, \hat{u}_{i}\right)\) (either simple plain,
    merging, splitting, or one-way mirrors)
output : accept, if there is a ray from \(S\) to \(T\) using at most \(t\) reflections
let \(P_{0}=S, S_{0}=S, \vec{r}_{0}=\vec{r}\) and \(i=0\)
while \(i \leq t\) do
    determine the sequence of simplices having an intersection with the line starting at \(S_{i}\) following the direction
    given by \(\vec{r}_{i}\) sorted by the distance from \(S_{i}\)
    delete from the list all mirrors with distance smaller or equal to the distance of \(P_{i}\)
    delete from this list all merging mirrors, where the ray does not go to the reflecting side of the mirror
    delete from this list all mirrors after the first simple or merging mirror
    let \(L_{j_{1}}, \ldots, L_{j_{\ell}}\) denote the resulting list
    if the ray reaches the target without reflection then
        accept
    if the list is empty then
        reject
    non-deterministically choose a mirror \(L_{j}\) from \(L_{j_{1}}, \ldots, L_{j_{\ell}}\)
    if the ray does not reach from \(L_{j}\) a reflecting side then
        reject
    determine the reflected source \(S_{i+1}\) based on \(L_{j}, S_{i}, \vec{r}_{i}\) (Equation2)
    determine the reflected ray direction \(\vec{r}_{i+1}\) based on \(L_{j}, S_{i}, S_{i+1}, \overrightarrow{r_{i}}\) (Equation 4 )
    determine the intersection point of the old ray \(P_{i+1}\) with \(L_{j}\) based on \(L_{j}, S_{i}, S_{i+1}, \vec{r}_{i}\) (Equation 6 )
    let \(i=i+1\)
reject
```

We start with an algorithm (Algorithm 3) for simple plain double sided mirrors, which can simply be modified to work for all types of mirrors used in this work. The point which are determined within this algorithm are illustrated in Figure 9 .

The correctness of the Algorithm 3 follows by Lemma 7 .
Lemma 7. Algorithm 3 accepts iff there exists a ray from $S$ to $T$ using at most $t$ reflections.
Proof. If there exists a ray from $S$ to $T$ using $\ell \leq t$ reflections then within Step 1 of Algorithm 3 will nondeterministically guess the corresponding sequence of mirror for these reflections. The corresponding sequence of positions $P_{0}, \ldots, P_{\ell-1}$ represent the positions at the sequence of mirrors, where the ray will hit the mirrors. Since the initial ray will reach $T$ starting from $S$, there will be no object on this path which will intersect the ray, except of the chosen mirrors where the ray will be reflected. Thus, our algorithm will accept the input.


Figure 9: Illustration of the induvidual steps of Algorithm 3

Let us now assume that Algorithm 3 accepts an input. Then the chosen sequence of mirrors together with the sequence of intersection points $P_{0}, \ldots, P_{\ell-1}$ describe a path of a ray from $S$ to $T$ with at most $t$ reflections.

```
Algorithm 3: Bounded Illumination
input :light source \(S\), the number of allowed reflections \(t\), a destination \(T\), and set of \(n\) mirrors given by \(n\)
        \(k\)-dimensional simplices \(L_{i}=\left(A_{i, 1}, \ldots, A_{i, k+1}, \vec{u}_{i}, \bar{u}_{i}, \hat{u}_{i}\right)\)
output : accept, if there is a ray from \(S\) to \(T\) using at most \(t\) reflections
1 non-deterministically guess the sequence of mirrors \(L_{1}, \ldots, L_{\ell}\) as the sequence of reflections on the path from \(S\) to
    \(T\) with \(\ell \leq t\)
let \(S_{0}=S\) and \(P_{\ell}=T\)
for \(i=1\) to \(\ell\) do
    let \(S_{i}\) be the reflection of \(S_{i-1}\) at mirror \(L_{i}\) by using Equation 2
for \(i=\ell\) to 1 do
    let \(P_{i-1}\) be the point at \(L_{i}\) where the light source will be seen, i.e. \(P_{i-1}\) is the cut point of the line from \(S_{i-1}\) to
        \(P_{i}\) within \(L_{i}\)
    if \(P_{i-1}\) does not exists within \(L_{i}\) then
        reject
    if there exists a simplex \(L_{j}\) intersecting the line segment from \(P_{i-1}\) to \(P_{i}\) then
        reject
if there exists a simplex \(L_{j}\) intersecting the line segment from \(S_{0}\) to \(P_{0}\) then
    reject
else
    accept
```

If we determine the intermediate point using Formula 5 and 6 might double the number of bits required for the numerator and denominator within each iteration. To simplify the analysis of the required number of bits we will introduce a slightly improved version (Algorithm4) of Algorithm 3.
Analogously to our observation for the ray tracing algorithms one can see that the binary representation of the mirrored sources $S_{1}, \ldots, S_{\ell}$ and the mirrored targets $T_{0}, \ldots, T_{\ell-1}$ require only a polynomial number of bits if the value $\ell$ is polynomial in the input length. The intermediate points $P_{i} \in\left\{P_{0}, \ldots, P_{\ell-1}\right\}$ are computed based on $L_{i}$ and the line $\overline{S_{i} T_{i}}$, hence they require only a polynomial number of bits, too. Moreover all the test within Algorithm 4 can be

```
Algorithm 4: Bounded Illumination II
input :light source \(S\), the number of allowed reflections \(t\), a destination \(T\), and set of \(n\) mirrors given by \(n\)
        \(k\)-dimensional simplices \(L_{i}=\left(A_{i, 1}, \ldots, A_{i, k+1}, \vec{u}_{i}, \bar{u}_{i}, \hat{u}_{i}\right)\)
output : accept, if there is a ray from \(S\) to \(T\) using at most \(t\) reflections
non-deterministically guess the sequence of mirrors \(L_{1}, \ldots, L_{\ell}\) as the sequence of reflections on the path from \(S\) to
    \(T\) with \(\ell \leq t\)
let \(S_{0}=S\) and \(T_{\ell}=T\)
for \(i=1\) to \(\ell\) do
    let \(S_{i}\) be the reflection of \(S_{i-1}\) at mirror \(L_{i}\) by using Equation 2
    if \(S_{i-1}\) is on the non-reflective side of \(L_{i}\) then
        reject
for \(i=\ell-1\) down to 0 do
    let \(T_{i}\) be the reflection of \(T_{i+1}\) at mirror \(L_{i+1}\) by using Equation 2
    if \(T_{i+1}\) is on the non-reflective side of \(L_{i+1}\) then
            reject
let \(P_{\ell}=T\)
for \(i=\ell\) to 1 do
    let \(P_{i-1}\) be the intersection point of \(L_{i}\) with the line \(\overline{S_{i} T_{i}}\)
    if \(P_{i-1}\) does not exists within \(L_{i}\) then
        reject
    if there exists a simplex \(L_{j}\) intersecting the line segment from \(P_{i-1}\) to \(P_{i}\) such that this simplex block the direct
        connection from \(P_{i-1}\) to \(P_{i}\) then
            reject
if there exists a simplex \(L_{j}\) intersecting the line segment from \(S_{0}\) to \(P_{0}\) such that this simplex block the direct
    connection from \(S_{0}\) to \(P_{0}\) then
        reject
else
    accept
```

performed analogously to corresponding test for the ray tracing problem. Hence, the algorithm requires only polynomial time in the input length and the value of the bound $t$. The point determined by Algorithm 4 are illustrated in Figure 10
Finally one can show that the two points $P_{i}$ (for all $i$ ) of both algorithms are equal. Hence also Algorithm 4 solves the illumination problem. Summarizing we get:

Theorem 2, The $k+1$-dimensional illumination problem with rational input values and a polynomial number of reflections is in $\mathcal{N} \mathcal{P}$ if we allow simple plain mirrors, plain merging, plain splitting and one-way mirrors.


Figure 10: Illustration of the induvidual steps of Algorithm4

## A. 2 Ray Tracing in 2D without Beam Duplication

In the following we would like to show how we can implement a binary stack by some kind of an offset of the position of the position of a single ray. For implementing pop and push we use systems of plain mirrors, merging mirrors, and parabola mirrors. Based on this constructions it is possible to evaluate a circuits for a given fixed input where modules of mirrors represent the gates of the circuit.

Before going into the details it should be mentioned that for every parabolic mirror given by the formula $a \cdot x^{2}+b$ with $a, b \in \mathbb{R}$ and $a>0$ every ray coming from above the mirror and going parallel to the $x$-axis which hits the mirror has to pass through the focus of the parabola given by $\left(0, \frac{1}{4 \cdot a}+b\right)$, see e.g. Figure 11


Figure 11: Focus of a parabolic mirror.
We assume that a ray without a offset passes a specific horizontal line at a specific position. The (horizontal) distance between this position and the actual position where the ray passes the line will be called offset. For the offset of the ray we assume in the following usually values between 0 and 1 (excluding the extreme values). Given an offset of $s \in(0,1)$ we can implement a push of a bit $b \in\{0,1\}$ by

$$
s^{\prime}=(s+b) \cdot 2^{-1}
$$

and a pop by

$$
s^{\prime}=(2 \cdot s)-\lfloor 2 \cdot s\rfloor \quad \text { and determining } \quad b=\lfloor 2 \cdot s\rfloor
$$

One can see that the multiplication by 2 or by $2^{-1}$ is a major tool for these operations. To implement this we use a combination of parabola mirrors. For the multiplication with $2^{-1}$ (see Figure 3)

$$
-2 \cdot x^{2}+\frac{3}{8} \quad \text { for } x \in[-1,0] \quad \text { and } \quad x^{2} \quad \text { for } x \in[0,2] .
$$

For the multiplication with 2 (see Figure 12)

$$
-\frac{1}{2} \cdot x^{2}+\frac{3}{4} \quad \text { for } x \in[-4,0] \quad \text { and } \quad x^{2} \quad \text { for } x \in[0,2]
$$

In our figures we have used the possibility of having larger offsets. This is based on the requirement that we have to add to the offset in some scenarios a 1 , especially if we would like to push a 1 to our stack, or we have to pop a 1 from the stack. In this cases the construction takes care about this larger offset, and either divides the value of the offset by 2 or splits the interval of possible offset values into to interval, each going from 0 to 1.
Note that after using one of these constructions the offset interval is reversed. If on the input the offset was assumed to move the ray to the right of the 0 -line, it is at the output moving the ray to the right of the 0 -line. To correct this we can use to extra parabolic mirrors (see Figure 13)

$$
-x^{2}+\frac{1}{2} \quad \text { for } x \in[-2,0] \quad \text { and } \quad x^{2} \quad \text { for } x \in[0,2] .
$$

Using this modules we can now implement the rewired modules for the stack operations, see Figure 14,15 , and 16 For push 0 we simply divide the offset by 2 . For push 1 we first shift the ray, implement an addition of 1 and afterwards


Figure 12: The example construction of multiplying the offset by 2 .


Figure 13: After performing an multiplication step the order of the offsets is reversed. This module reverses the order of the offset again, with out any additional multiplication.
divide the offset by 2 . The pop module has to possible output intervals for the offset, the first is used if the pop results in a 0 , the second if the pop results in a 1 . To get these two different intervals we multiply the offset first with 2.
As we have seen in the construction of the pop operation it might be possible the offset interval is split into two intervals. After performing some interval dependent operation it might be possible, that the resulting offset intervals have to be joint again. To join the intervals merging mirrors are used as presented in Figure 17
Using these modules we can now describe how a circuit can be evaluated by a system of mirrors. W.l.o.g. we assume that all gates of the circuit which we would like to evaluate have fanin and fanout at most 2, and that the gate types are restricted to input literals, constants, negations, identity gates (for increasing the number of successors which can use an intermediate result), AND and OR gates.
The main strategy for the circuit evaluation works as follows (see Figure 4):

1. Assume we would like to evaluate a gate $u$. Then the beam which implements the stack is within the mirror system of $u$ and will be passed via specific mirrors as a result request to one of its predecessors $v$.
2. If $u$ is the first successor of $v$ we push a 0 to our stack, otherwise we push a 1 . We assume that this value will not be removed from the stack by a mirror system of an other gate.
3. By merging mirrors we combine the possible offsets to a single interval of offsets $[0,1]$.


Figure 14: Multiplying the offset from the interval $[0,1]$ by $\frac{1}{2}$ implements a push of the Boolean value 0 to the stack. The yellow area represents area of possible offsets.
4. We start to determine the value of $v$ by sending a request to its first predecessor (it it exists). We assume that the top element of the stack is the result of this predecessor when the beam is coming back. If necessary we send an request also to the second predecessor after the beam has arrived from the first predecessor.
5. We remove the results from the predecessors by pop from the stack and depending on the predecessor results we send the the beam along a result depending paths through the later mirrors.
6. By a pop we can now determine the asking successor (i.e. $u$ ) of $v$, push the result of $v$ to the stack, and route the beam to the requesting successor of $v$.

It remains to describe how the different gates functionalities can be implemented by a system of mirrors. The construction of the AND-gate is illustrated Figure 5. the OR-gate in Figure 18, the ID-gate in Figure 19, and the NOT-gate in Figure 20 For constants or inputs we can use the construction of Figure 21 to represent the value 0 and the construction of Figure 22 to represent the value 1.

This construction shows that the circuit value problem can be solved by system of simple plain mirrors, merging mirrors, and parabola mirrors. We conclude

Theorem4. The ray tracing problem in $2 d$ for simple plain mirrors, merging mirrors, and parabola mirrors for an exponential number of reflections is $\mathcal{P}$-hard.


Figure 15: Shifting the offset from the interval $[0,1]$ to the interval $[1,2]$ and multiplying the resulting offset by $\frac{1}{2}$ implements a push of the Boolean value 1 to the stack. The yellow area represents area of possible offsets.


Figure 16: Multiply the offset by 2 is a basic part for implementing the pop operation. If the top entry of the stack in 0 the beam with modified offset (the top element is removed) will accrue on the left exit. In the case it is 1 the beam with modified offset will accrue on the right exit. If we assume that to bottom of the stack always contain at least two 1 digits, then our offset can never assume the values $0, \frac{1}{2}$, and 1 . The yellow area represents area of possible offsets.


Figure 17: Based on the pop operation one offset interval is split into two intervals. To merge the intervals one can use the rejoin tool which consists of a simple plane mirror and a one-way transparent mirror.


Figure 18: Mirror system of an OR gate.


Figure 19: ID gate have usually only one predecessor. The main goal of such a gate is to serve requests from two successors.


Figure 20: Like ID gates a NOT gate has only one predecessor. The main goal of such a gate after permuting the result intervals to serve requests from two successors.


Figure 21: Gate simulation for constant gates and input gates with value 0 .


Figure 22: Gate simulation for constant gates and input gates with value 1.


[^0]:    ${ }^{1}$ We remind the reader that a one-way mirror is the same as a semi-transparent mirror and the degree of reflectiveness is simply a function of the lighting where they are used.

[^1]:    ${ }^{2}$ Recall that a $k$-dimensional simplex is a generalisation of a triangle from 2 dimensions to $k$ dimensions.
    ${ }^{3}$ Note that we do not use the normal, since it is usually scaled to have unit length. Hence the values of the coordinates of the normal might be an irrational number and cannot be written down by simple numbers in bounded time.

[^2]:    ${ }^{4}$ Recall that a $k$-dimensional simplex is a generalisation of a triangle from 2 dimensions to $k$ dimensions.
    ${ }^{5}$ Note that we do not use the normal, since it is usually scaled to have unit length and therefore the values of the coordinates of the normal might irrational number and cannot be written down by simple numbers in bounded time.

