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MENTAL HEALTH PREDICTION USING DATA ANALYSIS 

 
Abstract: Mental and behavioral problems exist in all 

societies, in all phases of life, in men and women, in 

the rich and poor, and in rural and urban populations. 

Approximately 450 million individuals globally are 

believed to be experiencing a mental or neurological 

disorder., including behavioral or substance-related 

problems, at any given moment. Social networking 

sites are a common way for people to express their 

feelings in the modern world. These kinds of 

emotions are frequently examined to forecast user 

behavior. This study uses an ensembled deep learning 

network to characterize these feelings to forecast the 

user's mental disorder. The analysis is carried out on 

the Internet social networking platform, and both 

convolutional and recurrent neural networks are used 

to create the ensembling deep-learning model. In this 

study, multiclass classification is used to distinguish 

between dementia, psychosis, and Alzheimer's 

disease. The multiclass classification procedure was 

carried out using the suggested prediction method. 

Keywords –Mental Health, Data Analysis, Stress, 

Parkinson. 

 
1. INTRODUCTION 

Many people communicate their feelings and  

views on social media Enterprises have 

progressively embraced social media as a means of 

promoting their products or services, and social 

networking sites (SNS) have emerged as a pivotal 

element in this endeavor. By enabling users to 

establish connections with one another, SNS 

present an opportunity for enterprises to foster two-

way communication with their customers [1]1, And 

disease like Alzheimer which are neurological 

illness that causes progressive and permanent 

memory loss (AD). The early stages of Alzheimer's 

disease are sometimes difficult to notice since the 

symptoms grow slowly and gradually. A method 

for diagnosing Alzheimer's disease based on feature 

selection has been developed[2]2. There is no 

medical remedy accessible anywhere in the 

globe.On several social media sites or online social 

health forums, users routinely disclose their 

psychological problems or disorders under 

pseudonyms [3]3. Joining an online medical group  

allows you to sympathize with people who have 

similar issues. In an effort to self-diagnose, users 

commonly use social media to obtain information 

about their symptoms. Social media has been utilized 

by many researchers to research mental diseases like 

schizophrenia, depression, and anxiety as well as 

people's emotional states. 

Recent research has utilized different methods to study 

depression and anxiety among social media users. One 

study collected tweets from individuals claiming to 

have depression and used an instrument called Lexical 

Using an approach that combines inquiry and 

linguistic analysis with the LIWC tool, individuals can 

monitor alterations in their social engagement patterns 

on the Twitter platform[4]4 Another study examined 

postpartum depression risk among Facebook users by 

comparing their depression levels before and after 

giving birth[5]5 They used image data to predict 

depression in social network users by analyzing 

Instagram images using face recognition and 

colorimetric analysis. In a previous study, Velocity 

embedding techniques, N-gram language modeling, 

and user posts can be utilized together to analyze and 

comprehend textual data were used to predict future 

anxiety symptoms among individuals[6]6 

2. Literature Survey 

The methods for predicting mental illness through You 

may divide social media into two categories: [directly 

getting data from users with their permission, 

To collect data for predicting mental illness through 

social media, researchers can either obtain data 

directly from users by asking them to fill out 

questionnaires and consent to data collection, or 

extract data from public posts through APIs. 

Crowdsourcing platforms and data donation websites 

like Our Data Helps can be used to invite users to 

participate. Questionnaires like CESD and BDI are 

commonly used to measure depression, while SPS and 

SWLS can help detect suicidal ideation. Some 

researchers suggest using human annotators to validate 

regular expressions due to challenges in data 

collection. The utilization of pre-established data 

collections, like those found in CLPsych and the 

Personality project, is a viable option [7]7. Two 

primary techniques for data acquisition include 

gathering data directly from users using data collection 

tools with their consent [8]8, or extracting data from 

public posts by utilizing APIs. Researchers have used 

various techniques such as crowdsourcing platforms, 



data donation websites[9]9.Predefined datasets to 

collect data, often using questionnaires like CESD, 

BDI, SPS, and SWLS to measure depression and 

suicidal ideation. The collected data is often 

preprocessed by removing irrelevant content like 

stop words, tweets, hashtags, and URLs, and 

converting emojis into ASCII characters. Feature 

extraction is then performed to select only the most 

important features, [10]10 which helps minimize 

training time, improve interpretation, and avoid 

overfitting. Most studies in this area focus on 

analyzing textual content and language patterns, 

and some research has shown that certain linguistic 

patterns are associated with specific mental health 

conditions The LIWC study has also been useful in 

this regard. Overall, the goal of this research is to 

discover novel the classifiers and uncover binding 

data. 

The studies concentrate on textual elements, with 

only a few including picture analysis approaches. 

Kang et al. [11]11  

Researchers have used visual features such as color 

By utilizing compositions and SIFT descriptors, it 

is possible to extract emotional connotations from 

images uploaded on Twitter and Instagram.[4] 

Reece et al. have predicted indicators of depression 

in Instagram users using image color, saturation, 

and brightness. Guntuku et al. have also 

demonstrated that  the VGG-Net, an image 

classification model, can be employed for the 

purpose of forecasting depression.[12]12 However, 

using multiple convolution neural networks for 

feature extraction can be time-consuming, so the 

suggested study[13]13. Has used a limited number 

of these networks. Machine learning is becoming 

increasingly integrated in healthcare for disease 

prediction and visualization, which can assist 

doctors and medical analysts in making treatment 

and illness management decisions. Brain disease is 

caused by a damaged brain, not aging, and a 

deficiency in the brain may contribute to its growth. 

Moreover, this illness may cause changes in a 

patient's abilities, temperament, and 

personality[14]14 

 

    3. PROPOSED METHODOLOGY 

This study categorizes mental illness into four 

distinct forms, namely bipolar disorder vs. non-

bipolar disorder, dementia vs. non-dementia, and 

psychosis vs. non-psychosis. An ensemble of deep 

learning models is employed to build a deep learning 

model, which is used for classification. The novelty of 

this study lies in the use of an ensembled technique, 

combining the LSTM model and a convolutional 

neural network, for categorizing various forms of 

mental illness. Further details regarding the proposed 

methods will be discussed. 

3.1 Dataset: The dataset, we are gathering from the   

user via completing a form in which they have to 

answer a set of questions, which are used by 

psychiatrists to determine the patient condition and 

severity.  

The data was categorized Into distinct entries with 

labels such as anxiety versus non-anxiety, bipolar 

versus non-bipolar, depression versus non-depression, 

 

Fig 3.1.0 Data Flow Diagram 

and psychotic versus non-psychotic. The dataset will 

undergo cleaning and lemmatization processes, among 

other things. It is worth noting that the most prevalent 

type of mental illness in china affects around 80 

million people aged 18 and above. The majority of the 

dataset used in this study was obtained 

publication[15]15 

   3.2 Ensemble Deep Learning Models 

One tool for handling huge data is MongoDB. 

Genetic algorithms are used to further evaluate the 

data for various mental diseases, and the results are 

then put in MongoDB for ultimate data extraction. 

This strategy of data mining and information 

extraction decreased the overall cost of therapy. It 

offers the finest outcomes for clinical judgments. 

Using important information collected by the big 

data tool Mongo DB and genetic algorithm, it 

enables clinicians to provide more precise therapy 

for a variety of mental problems in less time and at 



a lower cost. 

 

Fig 3.2 Mental Health Analyzer 

 

Researchers are attempting to forecast mental 

state prior to a severe mental stage using the 

MongoDB tool. Therefore, several gadgets 

established a thorough detection procedure to 

address the user's current situation by 

scrutinizing his or her everyday activities. 

Reasonable solutions are required to more 

accurately and speedily determine a patient's 

mental disability stage[16]16. 

 
   3.3 Convolutional Neural Network 

In this paper, the analysis is carried out using 

a single CNN model. Convolution layers 

extract features from the input training data. 

Each convolution layer has a series of filters 

that help in feature extraction. In general, as 

the depth of the CNN model rises, so does the 

richness of features learnt by convolution 

layers. In a convolutional neural network, the 

first layer is responsible for detecting basic 

features, while the final layer extracts more 

complex features from the training data. To 

extract features, the convolution operation is 

applied to a segment of the data sample. The 

amount of data the filter can handle at any one 

time is determined by the distance covered by 

a single step and the value added to the edges 

of the input data before performing 

convolution may vary, such that the input data 

may or may not be augmented with zeros. In 

a study by researchers, an "Efficient K-

Nearest Neighbor Classifier With Different 

Numbers of Nearest Neighbors" was 

introduced, as an example of feature 

extraction.[17]17.Following After passing 

through the ReLU activation function, the 

resulting output is fed into a pooling layer. A 

pooling layer eliminates any collected 

duplicate information during convolution In a 

research paper by M. Evanchalin et al. titled 

[18]18, an approach using decision Tree 

classifier based on Particle Swarm Optimization 

(PSO) has been developed on artificial 

intelligence was proposed in order to identify 

Alzheimer's illness.  As a result of this layer, the 

data sample is smaller. Pooling is based on the 

assumption that neighboring pixels in a picture 

have substantially identical values. The average, 

lowest, and maximum values of four neighboring 

pixels are used for pooling. In the CNN model, a 

29 filter is used to reduce before pooling, the 

input image can be reduced in size by 50 

percentage. The dataset used for this study 

contains 430 neurological scans with age ranging 

from 18 to 86, out of which 109 subjects have 

been clinically diagnosed by dataset, 237 MRI 

scans with Alzheimer's disease were downloaded 

[19]19. The input data may or may not undergo 

null padding before convolution. The 

convolution layer are repeated in the CNN 

model, typically 2-4 times for instructional 

purposes. The output of the convolution is 

processed through multilayer.  

 

 

Fig 3.3 convolution Mode 

 

3.4 Recurrent Neural Network 

Our method of categorization is mainly based on 

an attention-based Bi-LSTM structure. Although 

CNNs reduce input information for prediction, 

every word has a distinct association with the 

ultimate classification. In this research, we aim 

to fully exploit the potential of CNN and Bi-

LSTM. As, the Bi-LSTM can more successfully 

decrypted word dependencies across extended 

distances. The Bi- LSTM method is depicted in 

Figure 1. It extracts the last hidden layer using the 

characteristics of the CNN stage to produce new 

features. The Bi-LSTM architecture can obtain 

prior and subsequent contextual 

information[20]20, allowing for two distinct 

textual representations. A Random Forest 

technique has been proposed for regression 

analysis of neuroimaging data in Alzheimer's 

research, which is a recent and innovative 

approach for medical data analysis.[21]21 

Nonlinear data handling is addressed in the 



Popula paper. Another study employs 

structural features of brain MR imaging to 

classify Alzheimer's using WEKA and SVM 

algorithms. A Bi-LSTM model is used to 

provide a description of the sequence by 

using the characteristics gathered from the 

sequence. [22]22 The theory of early cognitive 

decline in the hippocampal texture has been 

evaluated by conducting classification 

training on three distinct datasets in another 

study. A Bi-LSTM model uses the CNN 

features to create a representation of the 

sequence, which is further improved by an 

attention layer that selects the most relevant 

features for the final categorization. In [23]23, 

the authors tested the theory of early 

cognitive losses in the hippocampal texture, 

and demonstrated the effectiveness of the  

attention mechanism can enhance the 

precision of predictions while simultaneously 

decreasing the number of trainable 

parameters needed. The attention mechanism 

assigns different weights to different parts of 

the input data, highlighting the most 

significant features for accurate prediction. 

For example, in the case of the statement "I'm 

enraged", the attention mechanism gives 

more importance to the word "mad" and less 

to "myself", allowing the model to accurately 

identify the statement as expressing anger 

despite the presence of other emotions. 

4. RESULT ANALYSIS: 
Various regions across the globe are using big 
data in mental health research for different 
purposes. The process of machine learning, also 
known as "training data" or "initial assessment 
data," involves establishing a baseline level of 
expertise in the program to effectively utilize 
and access the information. This approach aims 
to improve the necessary skills required for the 
program to work efficiently[24]24 

 
Diagnosis Percentage Number 

Depression 25.3 10 

Social 31.2 12  

Anxi
ety 
Disea
se 

10.2 24 
 

  24 

Personality 34.2   45 
s 
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Primary N % Sleep 

Mood 799 9.7 1.7 

Anxiety 523 25.6 1.98 

Personality 678 31.1 2.1 

Other 445 13 2.33 

            Fig 4.0.2 : Health OutCome 

5.Conclusion 

 The deep learning model is used in this article to      

classify various forms of mental disorders. For or 

agnizing mental disorders such as anxiety, or disorder, 

dementia, and psychosis, the emblem deeplearning 

model employs while CNNs are primarily used for image 

classification, RNNs are more commonly used for natural 

language processing and speech recognition tasks. Based 

on measures such as accuracy, and precision, the 

ensemble deep learning model outperformed the current 

models. Different forms of Capsule networks, which 

belong to the family of convolutional neural networks, 

have the ability to incorporate a range of features used in 

future studies to identify mental illness using 

photographs.We reviewed many sorts of mental diseases 

as well as realistic, economical, and potential solutions to 

improve mental healthcare facilities. The digital mental 

health sector is advancing at a faster pace than scientific 

assessment, Therefore, it is imperative that researchers 

thoroughly investigate and analyze data using a diverse 

range of machine learning algorithms to determine the 

most accurate algorithm among them[25]25. It is clear that 

the clinical community needs to keep up. To reduce the 

mortality rate of mental patients and prevent them from 

engaging in any criminal activities through early 

detection, numerous intelligent healthcare systems and 

tools have been developed. 
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